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A B S T R A C T   

Within the concept of factories of the future, big data analytics systems play a critical role in supporting decision- 
making at various stages across enterprise processes. However, the design and deployment of industry-ready, 
lightweight, modular, flexible, and cost efficient big data analytics solutions remains one of the main chal-
lenges towards the Industry 4.0 enabled digital transformation. This paper presents an end-to-end IoT-based big 
data analytics platform that consists of five interconnected layers and several components for data acquisition, 
integration, storage, analytics and visualisation purposes. The platform architecture benefits from state-of-the-art 
technologies and integrates them in a systematic and interoperable way with clear information flows. The 
developed platform has been deployed in an electric vehicle battery module assembly automation system 
designed by the Automation Systems Group at the University of Warwick, the UK. The developed proof-of- 
concept solution demonstrates how a wide variety of tools and methods can be orchestrated to work together 
aiming to support decision-making and to improve both process and product qualities in smart manufacturing 
environments.   

1. Introduction 

The conceptual basis of Industry 4.0 has risen from the requirement 
to turn existing production systems into self-aware and self-learning 
systems to add capacity and control to maintenance planning, antici-
pate failures, and adjust systems to new requirements and unanticipated 
changes [1,2]. The paradigm of Industry 4.0 provides the complete 
integration of computer systems and industrial automation. It allows 
manufacturing systems to learn from production data through artificial 
intelligence (AI) and machine learning (ML) algorithms, and enables 
production efficiency and autonomy to be enhanced while making 
possible fully customised systems [3–7]. From the standpoint of the 
Industry 4.0 paradigm, the evolution of smart factories adopts the 
following core design principles: interoperability and interconnection, 
information transparency and virtualisation, decentralisation and 
autonomous decisions, real-time capability, technical assistance and 
service orientation, and modularity [8–10]. 

In smart factories, big data analytics plays a vital role in offering 
improved productivity, product quality, and process safety, as well as 

economic and environmental resilience of production systems [11,12]. 
In big data analytics systems, Internet-of-Things (IoT) facilitates the 
deployment of smart sensors capturing real-time production data [13], 
cloud computing allows networked data collection, data handling and 
off-site analytics [14], and AI/ML facilitates flexibility in 
decision-making and supports autonomous decisions [15]. 

Despite its importance, the practical deployment of IoT-enabled in-
dustrial big data analytics systems has received little attention in the 
literature [16]. This paper proposes and demonstrates an end-to-end 
IoT-enabled big data analytics platform incorporating five layers with 
several components for data acquisition, data integration, data storage, 
data analytics, and data visualisation. The proposed solution allows for 
an integrated system that facilitates decision-making at multiple levels 
of the management process, and has been implemented in an electric 
vehicle battery module assembly system deployed by the Automation 
Systems Group (ASG) in Warwick Manufacturing Group (WMG), the 
University of Warwick, the UK. This paper contributes to the academic 
literature and industrial practice in several ways. First, it provides a 
secure, interoperable, resilient, and scalable reference architecture for 
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IoT-based end-to-end big data analytics platforms in cyber-physical 
production systems. A particular emphasis is placed on the use of 
readily available industry standards for interoperability and 
open-source technologies to design and develop cost efficient enterprise 
systems for industrial applications as evidenced in the case study. Last 
but not least, it introduces techniques for multi-tier processing and an-
alytics of streaming machine data to generate actionable insights in 
real-time. 

The rest of the article is structured as follows. Chapter 2 reviews the 
existing solutions enabling big data analytics in smart factory settings. 
Chapter 3 presents an end-to-end IoT-enabled big data analytics plat-
form architecture. Chapter 4 represents the implementation of the pro-
posed reference architecture on an electric vehicle battery module 
assembly automation system as case study. Chapter 5 provides a dis-
cussion on the solution and outlines the future work. Finally, Chapter 6 
concludes the paper. 

2. Existing solutions enabling big data analytics in smart 
factories 

Diverse manufacturing automation and computing services pro-
viders offer a variety of solutions for managing big data in smart factory 
settings. These solutions are becoming more common as big data ana-
lytics platforms expand. This section examines existing data acquisition 
systems, IoT-enabled cloud and edge computing solutions, machine 
learning-based data analytics tools and visualisation options in smart 
factory environments. 

2.1. Data acquisition 

Data acquisition in Industry 4.0 big data analytics systems enables 
the collection of data from field devices for purposes such as data stor-
age, visualisation, and analytics. OPC Unified Architecture (OPC-UA) 
and Modbus are two common data communication protocol examples 
used in the acquisition of data in smart manufacturing settings [17]. 
These protocols can collect production data in real-time or in batches (or 
in some instances both). Data communication protocols such as 
OPC-UA, Modbus, and MTConnect, for example, can allow big data 
analytics systems to gather production data in real-time, whilst software 
utilities such as Apache Hadoop can collect data in both real-time and 
batch-oriented modes [18]. It should be noted that IoT gateways are 
frequently used to realise data gathering and integration in IoT-enabled 
big data analytics systems. These gateways provide a variety of impor-
tant services, including protocol translation, encryption, data process-
ing, management, and filtering, as well as wireless networking of legacy 
and distant industrial equipment [19]. Furthermore, IoT gateways may 
be configured to connect with end sensor nodes or I/O devices using 
protocols such as MQTT, Constrained Application Protocol (CoAP), 
Hypertext Transfer Protocol (HTTP), and many others. Currently, the 
majority of shop floor communication protocols are proprietary, which 
poses a challenge for information technology (IT) / operational tech-
nology (OT) integration required to promote data inseparability and 
connectivity [20]. Therefore, there is a need to develop methods to make 
use of open communication standards and promote seamless integration 
between devices and systems. 

2.2. IoT-enabled cloud platforms 

Sensors are now widely accessible and reasonably priced, allowing 
industrial equipment, machinery, and other devices to produce massive 
amounts of data [21]. To make use of these data sources, industrial 
activities must first be linked to the digital world. In other words, to 
analyse raw production data, it must be acquired, connected to a 
network, and stored digitally. In today’s manufacturing, GE’s Predix, 
ABB’s Ability, Siemens’s MindSphere, Schneider Electric’s EcoStruxure 
Platform and Honeywell’s Forge are a few examples of commercially 

available industrial IoT solutions which can help industries to utilise the 
big data. Furthermore, cloud service providers like Amazon Web Ser-
vices (AWS), Microsoft Azure, Google Cloud, Oracle, and IBM’s IoT 
platforms offer capabilities that may be utilised for a variety of industrial 
applications. The majority of these cloud platforms include distributed 
computing, big data analytics solutions, tools for data and device man-
agement, machine-to-machine (M2M) communication capabilities, and 
a wide variety of supporting services. In smart manufacturing, field 
devices can be connected to IoT cloud platforms using several methods, 
including "plug and play", open communications standards for industrial 
automation, such as the OPC UA, and publish-subscribe network pro-
tocols, for example MQTT [22]. Naturally, cloud-based solutions offer 
scalable compute power, data storage, and a wide range of services to 
meet individual requirements. Also, industrial-grade IoT solutions pri-
oritise device safety as well as cyber-security which is a critical 
component of the industrial cloud computing infrastructures [23]. On 
the other hand, in most cases, they introduce dependencies on external 
connectivity, proprietary technologies, limited support for industrial 
protocols, and custom implementation [24–26]. 

2.3. Edge computing 

Edge computing is a distributed computing paradigm that brings 
processing and data storage closer to data sources, and it is becoming 
more popular as a means to perform on-premises real-time data ana-
lytics [27]. It allows automation components to be directly linked to the 
industrial cloud services from the edge, hence providing a better per-
formance than the traditional approaches. The edge interfaces can 
provide M2M communication, real-time data monitoring, filtering, data 
analytics, and even machine learning capabilities. Since edge computing 
is happening in close proximity to data source, on-premises process 
monitoring can be quickly done through soft sensing models or anomaly 
detection algorithms and other predictive models. Nowadays, several 
IoT service providers including AWS, Siemens, and Honeywell started 
offering edge computing solutions for industrial applications. But 
existing solutions are still in early days for solving a large fraction of 
industrial problems [28]. 

2.4. Machine learning solutions 

Today, a plethora of AI/ML tools are accessible both commercially 
and open source. Within the context of industrial cyber-physical pro-
duction systems, many of these tools are offered by cloud service pro-
viders to the industry as a machine learning as a service (MLaaS). 
Popular MLaaS choices at the time of writing include Amazon Sage-
Maker, Microsoft Azure ML, Google Cloud AI/ML, and IBM Watson 
Machine Learning. These technologies incorporate powerful machine 
learning algorithms that are extremely scalable and capable of data 
cleansing, outlier removal, automatic feature selection, regression and 
classification, and many other functionalities. Furthermore, most 
commercially available MLaaS solutions offer predictive analytics ca-
pabilities using deep learning packages/libraries and big data 
computing with software platforms like Apache Spark, Hadoop, and 
others. As an alternative to commercial solutions, there are also several 
freely available machine learning tools, libraries and frameworks, 
including but not limited to Apache Mahout, Colab, Cortex, Oryx 2, 
H2O.ai, BigML, Accord.NET, Apache SystemML, TensorFlow, Gradio, 
PyTorch Lightning, Scikit-learn, Spark MLlib, etc. These tools, like 
commercial ones, may be used either through cloud services or on- 
premises, depending on the user preferences. It is possible to access 
some of these libraries via proprietary machine learning systems. Both 
Apache Spark MLlib and H2O.ai, for example, are featured in Microsoft 
Azure HDInsight, a fully-managed big-data cloud service. On the other 
hand, commercial deep learning software solutions are available from a 
variety of suppliers, including the IBM PowerAI platform, Skymind In-
telligence Layer (SKIL), NVIDIA DGX-1 Software, Intel Nervana 
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platform, and others. Additionally, open-source frameworks like H2O. 
ai, Caffe, Tensorflow, Chainer, Deeplearning4j, Flux, Apache SINGA, 
MXnet, Keras, BigDL, Theano, and Microsoft Cognitive Toolkit (CNTK) 
give massive data analytics capabilities via continually updated deep 

learning models. Cloud systems such as Predix and MindSphere also 
provide application services for big data analytics, predictive mainte-
nance, and other tasks in the industrial automation area. For instance, 
MindSphere offers application programming interfaces (APIs) for 

Fig. 1. High-level architecture of the proposed IoT-based end-to-end big data analytics platform.  
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purposes such as anomaly detection, outlier detection, dimensionality 
reduction, etc. In addition to pre-build APIs, many clients also prefer to 
develop problem-specific applications within the cloud service. Despite 
their vast potential, there are still barriers to using machine learning in 
smart factories. The transition to big data analytics involves a focus on 
adopting the appropriate machine learning models and tuning their 
hyperparameters precisely [29]. Furthermore, the volume and quality of 
collected data, as well as the efficacy of data pre-processing, are all 
critical factors in machine learning solutions’ performance; hence, big 
data platforms with structured data models and efficient data manage-
ment are required [30]. 

2.5. Data visualisation 

There are a large number of data visualisation and analytics software 
and platforms available both on-premises and on the cloud. Each of 
them has its advantages and disadvantages. It is inaccurate to assert that 
one tool is superior than another without considering the specific needs 
of a certain use case. Increasingly, cloud-native data visualisation and 
analytics solutions take the advantage of serverless computing and can 
automatically scale without any infrastructure to manage. Amazon 
QuickSight by AWS and Power BI on Microsoft Azure are two good ex-
amples to create insights from big datasets. Alternatively, Chronograf, 
Grafana, Kibana, and Splunk can be utilised on-premises, on-demand, or 
in hybrid environments. For custom dashboards which requires hands- 
on development, a variety of free and commercial libraries are also 
available such as D3.js, CanvasJS, and Chart.js [31–33]. It is crucial to 
make better use of the overwhelming amount of OT level data by 
improving the accuracy and speed of decision making process. Correct 
decisions are expected if data presentation and visualisation delivered in 
a way that capitalises human perception. Moreover in case of poorly 
designed dashboards, end users could show less interest in the solution 
despite of its reliability and effectiveness. Therefore, the graphics must 
be designed carefully in a smart way that attracts the audience. This can 
be achieved by providing visual functions to end users enabling them 
displaying the right information in an appropriate format. 

3. An IoT-based end-to-end big data analytics platform for 
Industry 4.0 

The proposed solution incorporates a data-oriented approach to 
create a secure, interoperable, resilient, and scalable reference archi-
tecture. In this way, it is aimed at providing a practical platform for 
businesses from large organisations to small and medium sized enter-
prises (SMEs) to deliver new experiences, improve processes, products, 
and services at low cost. As can be seen in Fig. 1, the architecture con-
sists of five major layers: (i) control and sensing layer, (ii) data collection 
layer, (iii) data integration layer, (iv) data storage and analytics layer, (v) 
data presentation layer. 

3.1. Control and sensing layer 

The "things" in IoT refers to a broad range of sensors, actuators, tags, 
machines, controllers, and devices. A common quality of these is that 
they are great sources of data that is needed for condition monitoring 
and performance analysis. This layer involves all kind of sensing and 
control activities at shop floor that generate raw data within industrial 
equipment and the surrounding environment. It is considered as the first 
stage of the value chain. One of the most prominent challenges of this 
layer is to develop a seamless method for supporting data collection 
process. 

In order to address this challenge, several methods have been 
devised. First, the signals were transmitted to individual tags without 
making any processing to calculate even the simplest metrics. This 
method introduced an advantage in the low level of control system since 
it does not rely on any code alteration. However, more network traffic 

and compute load would have to be addressed in the following higher 
layers. Also, the details of the control logic had to be understood by 
other layers to make use of the received tags, such as calculating the 
cycle time in a higher layer. For the rest of the platform, this introduced 
a strong dependency on changes of the low level control logic. Never-
theless, this method can still be used when there is no access granted to 
the control system that is already in its operational phase. Second, an 
external edge device was added that is only dedicated to collect, pre- 
process, and perform some basic calculations on the system’s raw 
data. This method helped to eliminate the shortfalls mentioned in the 
first method. However, it clearly requires extra hardware and additional 
networking capability on shop floor as an additional cost driver. Last, 
basic modifications to control code were made when necessary in order 
to fully utilise the signals that are already available in controllers. For 
instance, when there was need to calculate basic process metrics such as 
cycle time, idle time, and fault time of a station, these were handled in 
the control level since they don’t require high calculation power unlike 
more sophisticated ones such as overall equipment effectiveness (OEE). 
The third method provided the most optimum performance with a clear 
isolation of control logic from the rest of the system, and hence, to 
develop a more flexible and reusable solution at lower cost. 

3.2. Data collection layer 

An industrial production line represents a sophisticated formation of 
machines and controllers. For a versatile and customised setup, it may 
require equipment such as programmable logic controllers (PLC), en-
ergy measurement devices from different vendors. In these kind of 
setups, connectivity requirements are more complicated because of 
proprietary protocols. Furthermore, the same protocols usually are not 
capable of meeting advanced data encryption and authentication/ 
authorisation needs due to operating on resource-constraint devices. 

In this layer, low level OT protocols are upgraded into a platform 
independent, firewall-friendly, industry standard communication pro-
tocol, the OPC-UA, to address interoperability and security requirements 
of a solid machine-to-enterprise integration. To achieve this, a multi- 
node client/server implementation was done with embedded drivers 
to communicate with the bottom layer. Consequently, it helped to 
reduce the burden of dealing with a wide variety of industrial protocols 
as well as allowed to utilise the full potential of the OPC-UA from 
advanced security features (e.g. authentication using X.509 certificates) 
to event-driven publish/subscribe communication mechanism. The 
importance of introducing this layer lies in the ability to optimise the 
amount of data that is to be ingested while providing data encryption 
and secure endpoints for inter-layer communication. For instance, the 
data coming through pull-based data collection pattern every 200 ms is 
published from the server only when there is a change in its value. 
Accordingly, subscribers get updates in an object payload along with 
metadata. Lastly, to achieve high-availability, server instances were 
deployed with network redundancy. They evenly share the workload in 
normal working condition. But when a server fails, the system fail-overs 
to the other active instance automatically. 

3.3. Data integration layer 

IoT extends existing industrial OT and IT networks. The protocols 
that are used in a traditional OT environment are likely to be different 
from modern IT environments. This leads to an integration gap between 
the two. For example, payloads that are sent from the OT level via OPC- 
UA comes with a generic object model, its associated type system, and 
metadata. In the platform, Representational State Transfer - Application 
Program Interfaces (RESTful APIs) are used to access the data storage 
layer by taking the advantage of Hypertext Transfer Protocol Secure 
(HTTPS). To support the convergence of OT and IT systems, communi-
cation protocol and message format need to be compatible with the 
contract of the RESTful APIs, hence the database behind. 
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A software-gateway prototype has been implemented in this regard 
for handling two major workloads. The former is protocol-related op-
erations ranging from protocol transformation and validation to 
exception handling, and the latter is message-related operations 
including data transformation, mapping, parsing, enrichment, and 
filtering. Two individual data flows were developed within the gateway. 
One is for handling PLC data and the other for energy monitoring data. 
These data flows are control logic agnostic and can be reused for similar 
systems straightforward. Furthermore, it is always possible to create 
new data flows on the gateway if required. Consequently, the OT level 
communication protocol is upgraded to the native web protocol, HTTP/ 
S. Payloads are parsed, filtered unnecessary metadata, enriched where 
necessary, mapped, and transformed to a common data model. This 
solution has helped to address a tremendous challenge of establishing 
such integration in a robust, secure, and smooth manner. Fig. 2 shows an 
example of how the data coming from the industrial equipment looks 
like in an OPC UA Server, then how it is transformed to the common data 
model of the platform represented in JavaScript Object Notation (JSON) 
format, and finally how it is stored in the time series database as a text- 
based format, the InfluxDB line protocol. 

3.4. Data storage and analytics layer 

The data collected from industrial equipment are often latency sen-
sitive, non-relational, semi-structured, streaming a large number of 
transactions with relatively small payloads. To satisfy these specific re-
quirements, the platform adopts an open source, time series optimised 
database technology called InfluxDB for storing all industrial metrics 
and events. It allows flexible data modelling capability, horizontal 
scalability and high availability with clustering support. In this way, the 
platform meets heavy read and write requests in a cost effective way 
beyond the limitations of a single node deployment. 

InfluxDB relies on a text-based format that is called "line protocol" to 
write data points. It represents a data point with a measurement name, a 
tag key-value set, a field key-value set, and finally a timestamp as shown 
below. 

<measurementName>[,< tagkey>=<tagvalue>[,< tagkey>

=<tagvalue>]] <fieldkey>=<fieldvalue>[,< fieldkey>=<fieldvalue>] 
[<timestamp>] 

The example below shows how an actual data point for energy 
monitoring data looks like in the database. It has a unique measurement 
name to differentiate it from other types of data that are collected such 
as PLCs. The measurement name is followed by a tag key-value set 
including data about that particular metric, then a single field key-value 
for the actual value of the metric, and lastly, a timestamp of the metric’s 
occurrence. 

Example: energy,productionline=IML,area=LegacyLoop,station=
Station− 01,device=PM5500,mtype=Current,tagname=CurrentA val-
ue=0.60 1567770220400 

Tags are indexed automatically, hence queries on tags are excep-
tionally fast. Therefore, tagging data points is a great way to be able to 
run high-performance queries for gathering field key-values. The plat-
form supports this performance optimisation by allowing users tag (i.e., 
data point enrichment) industrial metrics and events in the data inte-
gration layer. Moreover, since leveraging a schema-less database, one 
can add new tag key-value and field key-value pairs on the fly at any 
time. 

In this layer, alongside the time series database, a data processing 
framework was implemented to process streaming data in real-time. It 
allows users to write custom scripts for both pre-processing to perform 
advanced analytics before shipping the data to the database, and post- 
processing to run machine learning algorithms for detecting anomalies 
as well as ETL (extract-transform-load) jobs. User-defined scripts are 
orchestrated by the job scheduler component. The data processing 
framework also incorporates an alerting component to trigger actions 
based on certain conditions defined in custom-written scripts. 

All communication with and within this layer is made by secure web 
APIs, which enables seamless integration between the database, data 
processing framework, data integration layer, data presentation layer 
along with any other 3rd party applications and clients. This ensures 
that there is no direct connectivity to the database. To allow secure 
communication among all these components, Transport Layer Security 
(TLS) is enabled and the HTTPS protocol is used by default. Three op-
tions are available for authenticating with the database web API: basic 
authentication, query parameters in the URL or request body, and using 
JWT tokens. Lastly, authorisation is enforced by leveraging built-in ca-
pabilities of the database. 

Fig. 2. Representation of data transformation in the data integration layer.  
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3.5. Data presentation layer 

The real value of IoT is in the data. Having said that, only collecting 
and storing data do not offer much help in creating actionable insights. 
In order to add value through improved processes and operations, this 
layer comprises an open source, multi-platform, data visualisation web 
application. 

The platform offers responsive and highly interactive web user in-
terfaces that are supported by a wide variety of visualisation options 
with a built in user authentication and authorisation system. Apart from 
default password authentication, the platform allows users to access 
dashboards through identity federation. Dashboards can be designed 
and developed, targeting different end-user roles. For example, while 
technicians are able to monitor and get notifications about low level 
metrics from machines and abnormal changes in processes through 
mobile devices on site, back office engineers and managers can monitor 
higher-level key performance indicators (KPIs), identify patterns, and 
trends in data. Furthermore, rules for alerts can be defined visually and 
notifications can be sent to 3rd party systems including Slack, Service-
Now, and PagerDuty. 

Consequently, ad-hoc queries were written to explore data. Dynamic 
and reusable dashboards were developed for most important metrics to 
address different roles along with alerts based on user-defined thresh-
olds. Results were integrated with systems in the wider organisation in 
order to help one understand data and make informed decisions. 

4. Case study 

4.1. Description of the system 

A full-scale demonstrator called IML (Integrated Manufacturing and 
Logistics) was installed at WMG, the University of Warwick to support 
the research and development activities for emerging manufacturing 
automation methods, tools and technologies. Some of the research 
works involving IML can be found in [34–40]. The system has been 
configured to assemble battery packs for electric vehicles. The pack 
assembly consists of 6 modules that, in turn, either accommodate 18650 
or 26650 form-factor cylindrical cells, Fig. 3. The IML is comprised of 
eight stations that are divided into five zones as follows: (i) a launch 
station (ii) a legacy loop that employs a conveyor to move modules 
through its four stations, (iii) a stand-alone station for pack spot welding, 
(iv) another stand-alone station for inspecting the spot welding quality, 
and finally (v) a disassembly station. Automated guided vehicles (AGVs) 
move products between these five zones according to manufacturing 
execution system (MES). Fig. 4 below shows the layout and the zones of 
the IML. And finally, the IoT-based end-to-end big data analytics plat-
form, which has been introduced in the previous section, has been 
implemented at the IML to carry out this case study. 

The IML features state-of-the-art control system and automation 
equipment from leading vendors, such as Siemens, Bosch Rexroth, 
Rockwell Automation, ABB, Schneider Electric, Mitsubishi, Festo and 

SMC. The IML’s strong support for multi-vendor manufacturing auto-
mation leads to an inevitable challenge for interoperability of commu-
nication protocols. For instance, Siemens ET200s PLCs installed in the 
IML require proprietary S7 communication protocol for accessing PLC 
data, while Schneider PLCs need Modbus TCP. This applies to all other 
automation equipment shown in Fig. 4. In the initial setup, the IML does 
not have any data ingestion pipeline that collects and transforms data 
real-time to a unified metadata model, stores in a purpose-built database 
engine, facilitates monitoring and analytics. The entire experience was 
built on local historians that allow raw data collection locally for a 
limited period of time. Ad hoc queries were performed on large-scale 
offline datasets, which limits drastically the potential of generating 
actionable insights at scale and pace. Therefore, a robust solution is 
needed in order to collect, store, monitor, and analyse the operating 
condition of the IML in near realtime for improving production line 
performance, increasing product quality, and reducing production cost. 
All this functionality must be secure to prevent malicious attacks, highly 
available to perform mission-critical operations, and scalable in a way 
that can accommodate the increasing demand in data collection, pro-
cessing, and storage without affecting the overall system performance. 
Lastly, loose coupling, flexibility in deployment, and cost-effectiveness 
are the major requirements of the desired solution. 

4.2. Data collection phase 

The KPIs for IML have been categorised into two groups: operational 
KPIs, and energy KPIs (aka e-KPIs). The raw data required to calculate 
operational KPIs are gathered from stations’ PLCs, excluding the zone 5 
that has one manual station for disassembly. These data are: CycleTime, 
IdleTime, Status, FaultTime, and PartType. Each PLC update the values 
of CycleTime, PartType and IdleTime at the end of each cycle, whereas 
the value of Status gets updated at the beginning (status = 1, i.e., 
running) and the end (status = 0, i.e. back to idle) of each cycle. In case 
of any malfunction occurs in the station, status value gets changed to 3, 
and when the malfunction gets resolved (i.e., status value becomes either 
1 or 0) then the value of FaultTime gets updated too. Operational KPIs are 
calculated with the help of simple modifications made in the control 
code as depicted in Fig. 5. These KPIs included but not limited to 
throughput, takt-time, OEE, resource utilisation, changeover time, 
return-on-assets, resource downtime rate, downtime to operating time, 
capacity utilisation, first pass yield, maintenance cost per unit, overtime 
rate, on-time delivery, work-in-progress and scrap rate. On the other 
hand, the raw data required for e-KPIs come from energy monitoring 
devices (i.e., PM800 and PM5500 by Schneider Electric). Two PM5500 
devices are installed on two individual stations (i.e., station 1 and station 
3) out of four in zone 2. Also one PM8000 device is installed for the 
overall legacy loop as shown previously on Fig. 4. These data are: cur-
rent, voltage, active power, reactive power, power factor, etc. The raw 
energy data is then used to measure e-KPIs including: energy efficiency, 
energy cost per unit, lean energy indicator, energy quality, energy in 
saturation, etc. in the upper layers of this implementation. Taking the 
full advantage of the proposed IoT-based platform, the interoperability 
of communication protocols are provided along with meeting the strict 
security, scalability, and availability requirements. Fig. 5 shows an 
example of a custom developed routine that has been deployed in 
various PLCs. 

4.3. Data integration and storage phase 

In order to integrate the collected raw data with the time series 
database, two pre-developed data flows were used within the industrial- 
gateway prototype. The first one is for the operational data that are 
gathered from PLCs and the second one is for the energy data that are 
obtained from energy monitoring devices. Leveraging the flexibility of 
the proposed platform, a seamless integration was accomplished be-
tween OPC UA servers and the time series database by transforming data 

Fig. 3. Computer aided drawings of 18650 form-factor cylindrical 
cell modules. 
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packages on-the-fly from generic and hefty object format to human 
readable, common data model represented in JSON first, and then to the 
database’s native text-based format. Similarly, the communication 
protocol was upgraded from OPC UA to HTTP/S, allowing to access the 
database through highly scalable and secure RESTful web APIs. In total, 
67 OPC UA tags (44 tags for energy monitoring data and 23 tags for PLC 
data) were successfully integrated with 200 ms scan rate for the 

monitored items. With a single database node (4 cores vCPU, 32 GB 
RAM, 1000 IOPS) running on locally attached solid state drives (SSDs), 
the platform managed to respond up to 250,000 writes and 25 moderate 
queries per second. Lastly, to create automated actions based on certain 
thresholds before shipping any data to the database, custom scripts were 
developed and deployed to the data processing engine of the proposed 
platform. This helped to accelerate the reaction and response time to 

Fig. 4. Integrated Manufacturing and Logistics (IML) demonstrator: a) The IML layout, b and c) 3D models of the IML rig, d) An AGV is carrying battery cells to the 
legacy loop battery module assembly machine. 

Fig. 5. Example custom developed function block for a data collection routine.  
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anomalies in the overall system. 

4.4. Data analytics and visualisation phase 

The dashboards were developed to visualise operational and energy 
KPIs at three levels, targeting different groups of end-users by providing 
different details of information. These are: (i) IML level operational KPIs 
such as current production and takt time, (ii) zone level operational and 
energy KPIs for zone 2 (i.e., the legacy loop) such as energy cost per part 
and OEE, (iii) the last level is for showing both operational and energy 
KPIs for each of the four stations of zone 2, such as cycle time, utilisation 
and energy cost per shift. Fig. 6 shows the e-KPI dashboards visualising 
energy data at the workstation level within the IML. These dashboards 
were created using Grafana by querying and aggregating operational 
metrics and events that are stored in the time series database. Apart from 
the operational KPIs, they provide real-time energy information such as 
energy cost, hourly power and energy consumption, weekly, monthly 

and annual energy cost predictions as well as machine level energy 
factors such as current, voltage, power factor, etc. Moreover, the 
developed dashboards can be used to visualise predictive analytics ca-
pabilities provided by integrated custom Python scripts. System anom-
alies, e.g., unusual behavioural patterns, outliers in the system response, 
machine breakdowns, etc., can be detected through the use of machine 
learning algorithms, and visualised in real-time and can be broadcast as 
a system alert on dashboards along with IT systems in the wider orga-
nisations. Fig. 7 shows an example of visualisation on both shop-floor 
display screen and a hand-held device. 

5. Discussion and future work 

The purpose of this work is to provide an industry-ready, secure, 
scalable, modular, and cost efficient end-to-end solution architecture in 
order to create a real-time interoperable big data analytics and visual-
isation platform for IoT-based smart factories. With well-defined 

Fig. 6. Station level e-KPI dashboards for first three workstations.  
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interconnected five layers, the proposed platform defines major com-
ponents, methods and best practices to help guide the development of 
innovative solutions for delivering new experiences, improving pro-
cesses, products, and services. The paper combines theory and experi-
ment as illustrated in the case study, thus clearly shows how device level 
signals and raw data can be transformed into actionable insights in an 
industrial environment. 

It has been seen that understanding numerous manufacturing-related 
performance parameters and defining KPIs is not straight-forward and 
requires a systematic approach for success. Therefore, the solution needs 
to be flexible to accommodate changes as it goes through the different 
phases of the implementation. In the control and sensing layer, the au-
thors followed the method of making basic modifications to the control 
code for fundamental calculations when necessary. Even though it hel-
ped to isolate the control logic from the upper levels of the system and 
provide a more flexible solution with optimum performance, it has been 
appreciated that the other two methods can also be valid options for use 
cases which do not allow access to the control logic. Examples of such 
cases are in pharmaceutical industry, where any changes on the control 
logic requires tough re-validation process. 

The platform addresses interoperability and interconnection chal-
lenges of the evolution of smart factories in two layers: data collection 
and data integration. The former is a central node that serves as a bridge 
between the control network and the corporate network by removing 
the complexity of various industrial communication protocols. Howev-
er, because of its limited ability to meet complex message and protocol- 
related requirements, the latter was also introduced to support the 
convergence of OT and IT systems. This also allowed to create a more 
modular and scalable system. 

It has been experimented that defining a common data model for 

similar workloads significantly reduces consistency problems in 
distributed systems. It supports development activities to generate in-
sights in data analytics and visualisation layers as well as increases 
integration capabilities across different environments. The authors 
developed and deployed custom scripts to process data both before 
shipping to the database and after for post-processing. In this way, the 
platform did not only enable to facilitate much faster responses to 
events, but also allowed to define behavioural patterns and detect 
anomalies, leveraging machine learning algorithms. It has been proved 
that implementing a data processing engine in the platform maximises 
the value of streaming data and accelerates research in machine learning 
on the existing industrial data. 

Building the presentation layer using open source web based data 
visualisation technologies significantly reduced development time. By 
taking the full advantage of responsive and interactive web user in-
terfaces, the solution successfully delivered multi-platform innovative 
user experiences for different roles with different level of details. 

In future work, the following points could be considered: (1) More 
data points from the shop floor should be introduced to extend the so-
lution to include decision support systems and allow users to take ac-
tions and informed decisions to improve KPIs. (2) The current solution 
was only deployed on an on-premises cluster. Hybrid or cloud-based 
deployments should be studied. (3) To better maintain the data stor-
age layer, data retention policies need to be studied and data down- 
sampling techniques should be applied. 

6. Conclusion 

This paper proposed a reference architecture for end-to-end, secure, 
interoperable, resilient, and scalable big-data analytics platform. The 
proposed solution has been implemented in an electric vehicle battery 
module assembly system as a case study, allowing for an industry-ready, 
integrated system that facilitates decision-making at multiple levels to 
improve production line performance, identify bottlenecks, increase 
product quality and reduce production cost. As a prime example of smart 
manufacturing systems, specific layers of the proposed platform, 
including their individual components, were defined in this imple-
mentation, as were data models and information flows from data 
collection through both batch and real-time data analytics and visual-
isation in order to provide actionable insights. The challenges tackled 
during the development and deployment of the platform were discussed 
along with alternative solutions where possible. It has been proved that 
utilising a well-defined multi-tier platform helps to adopt core design 
principles of smart factories for Industry 4.0 in cost-effective manner. As 
future work, it is planned to extend the capabilities of the proposed 
platform by (i) introducing more data points to include decision support 
systems and improve KPIs, (ii) considering cloud-based or hybrid de-
ployments, and (iii) applying data retention policies as well as data 
down-sampling methods for better maintenance of data. 
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