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Abstract

Radio-frequency identification (RFID) technology is on the way to substitute traditional

bar codes in many fields of application. Especially the availability of passive ultra-high

frequency (UHF) RFID transponders (or tags) in the frequency band between 860 MHz

and 960 MHz has fostered the global application in supply chain management. However,

the full potential of these systems will only be exploited if the identification of objects

is complemented by accurate and robust localization.

Passive UHF RFID tags are cost-effective, very small, extremely lightweight, maintenance-

free, rugged and can be produced as adhesive labels that can be attached to almost any

object. Worldwide standards and frequency regulations have been established and a

wide infrastructure of identification systems is operated today. However, the passive

nature of the technology requires a simple communication protocol which results in

two major limitations with respect to its use for localization purposes: the small signal

bandwidth and the small allocated frequency bandwidth. In the presence of multipath

reflections, these limitations reduce the achievable localization accuracy and reliability.

Thus, new methods have to be found to realize passive UHF RFID localization systems

which provide sufficient performance in typical multipath situations.

In this thesis, an enhanced transmission channel model for passive UHF RFID local-

ization systems has been proposed which allows an accurate estimation of the channel

behaviour to multipath. It has been used to design a novel simulation environment and

to identify three solutions to minimize multipath interference: a) by varying the chan-

nel interface parameters, b) by applying diversity techniques, c) by installation of UHF

absorbers. Based on the enhanced channel model, a new method for tag readability

prediction with high reliability has been introduced. Furthermore, a novel way to rate

the magnitude of multipath interference has been proposed. A digital receiver beam-

forming localization method has been presented which uses the Root MUSIC algorithm

for angulation of a target tag and multipath reducing techniques for an optimum lo-

calization performance. A new multiangulation algorithm has been proposed to enable

the application of diversity techniques. A novel transmitter beamforming localization

approach has been presented which exploits the precisely defined response threshold

of passive tags in order to achieve high robustness against multipath. The basic tech-

nique has been improved significantly with respect to angular accuracy and processing

times. Novel experimental testbeds for receiver and transmitter beamforming have been

designed, built and used for verification of the localization performance in real-world

measurements.



All the improvements achieved contribute to an enhancement of the accuracy and espe-

cially the robustness of passive UHF RFID localization systems in multipath environ-

ments which is the main focus of this research.
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Chapter 1

Introduction

In the automation age, the demands for technologies that facilitate the spatial local-

ization of objects and people have gained a significant degree of attention in industry,

research and private life, in recent years [1–4]. Well-established technologies, such as the

Global Positioning System (GPS) [5] are almost ubiquitous today and are indispensable

in the modern society. They allow the localization and tracking of people and objects on

a global scale and have found their way into various supply chain management applica-

tions [6]. With upcoming technologies like the Internet of Things (IoT) [7] and Industry

4.0 [8], the need for indoor localization systems with an accuracy in the decimetre-range

seems a natural next step in this arena [9–11]. The popularity of localization systems

like GPS is based on the fact that they are wireless and provide sufficient accuracy

for the target applications. However, for indoor applications, the microwave frequency

(satellite signals) used in GPS systems is blocked by walls and other objects which makes

localization almost impossible [12]. Additionally, the achieved localization errors lie in

a metre-range which is far too high for indoor applications. Not only the localization

environment but also the localization targets are much smaller and their relative den-

sity with respect to the available space is much higher. The early approaches utilized

existing infrastructures (e.g. Wireless Local Area Networks, WLAN) to realize indoor

localization [13]. The main disadvantage was that the target devices needed to have an

on-board power supply and sufficient processing capabilities. Furthermore, the active

devices are generally more expensive and often large in size which limits their suitabil-

ity for localization applications. The same is true for technologies like Ultra-Wideband

(UWB) that were developed with high-accuracy indoor localization applications in mind

[14].

1
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Passive Ultra-High Frequency1 (UHF) Radio-Frequency Identification (RFID) technol-

ogy is well-established, reliable, cost-effective, maintenance-free, works indoor, and is

widely used for identification and tracking in worldwide supply chain management ap-

plications [15]. Due to the success of passive UHF RFID systems for identification,

global standards like the EPCglobal [16] (also standardized as ISO 18000-6c [17]) were

introduced and global frequency regulations were established [18]. At the first glance,

this technology seems to be the ideal candidate for wireless indoor localization systems.

However, a deeper investigation reveals that the passive UHF RFID technology has two

major limitations with respect to an application for localization: a) the small band-

width of the signals transmitted for communication purposes which is defined in the

relatively simple communication protocol EPCglobal [16], b) the small allocated fre-

quency bandwidth of the signals which is defined by local regulation authorities [18]. As

a consequence, the achievable localization accuracy, reliability, and robustness are lim-

ited [19]. The main focus of the work presented in this thesis is to investigate whether,

despite the technological limitations of passive UHF RFID systems, it is possible to use

passive UHF RFID transponders (or tags) for object localization with sufficient accuracy

in real-world application scenarios.

In 1999, the term ‘Internet of Things’was first mentioned by the British entrepreneur

Kevin Ashton [20] and it is expected that, by 2020, it will consist of almost 50 billion

objects [21]. The main goal of IoT is to interconnect devices, systems, services and the

internet for global availability [22]. This is the basis for applications like the smart grid,

the smart home or smart cities [22]. Industrial IoT, which is also called Industry 4.0,

was introduced by the German government in 2011. It aims at interconnecting machines

and goods in manufacturing in order to optimize mass production processes [23]. One

important requirement in IoT and Industry 4.0 is the availability of location informtion,

not only for goods and tools within the production process but also for people, e.g. in

hazardous environments [11, 24, 25]. It is obvious that the bulk of localization applica-

tions can be found in indoor environments (warehouses, production halls, etc.). The first

solution for indoor localization was to utilize the well-established WLAN technology in

2000 [13]. Due to various disadvantages as well as insufficient accuracy and reliability,

other technologies like Bluetooth were also tested but with rather unsatisfying results

[26]. In 2002, the use of Ultra-wideband systems was permitted by the Federal Commu-

nications Commission (FCC). Because of its high frequency bandwidth, this technology

was thought to solve the indoor localization problem. However, like WLAN, it requires

active target devices which are very complex, expensive and rather bulky. In addition,

the need for maintenance of the active hardware (especially exchanging the batteries)

excludes these technologies from mass production applications.

1Frequency range in RFID applications: 860 MHz - 960 MHz
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Although they were developed for identification purposes, passive UHF RFID systems

seem to fulfil all technological demands for localization applications. Today, RFID sys-

tems have substituted traditional barcodes in various fields of application that are pri-

marily found in supply chain management. In comparison to barcodes, RFID transpon-

ders offer various benefits like the capability to identify multiple objects simultaneously

over relatively long distances (≤ 10 m) without the need for a line-of-sight (LOS) that

have led to an explosive growth in the worldwide application of RFID technology [27].

The first use of the RFID principles for localization dates back to the LANDMARC

system introduced in 2003 which uses active target devices [28]. A localization accuracy

of approximately 1 m was achieved. Although research focused on finding techniques

to improve the localization accuracy in RFID systems in the following years, no system

could be realized that achieves sufficient accuracy and reliability in real-world application

scenarios.

1.1 Wireless Localization Principles

In general, localization (or positioning) is the process of estimating the spatial location

of a target, e.g. a box in a warehouse. The most important performance criterion

of localization systems is the localization accuracy (or localization error) which is the

Euclidean Distance between the estimated target position and the actual target position.

Other requirements for practical application are the target size, the target cost, or the

maximum localization range.

Localization techniques, in general, can be categorized into two basic groups: target

distance estimation (lateration) and target direction estimation (angulation). In a pas-

sive UHF RFID localization system, this target can be the interrogator or the tag. For

clarity reasons, the following explanation of lateration and angulation assumes a target

tag but is also valid for a target interrogator.

In lateration approaches, the interrogator-to-tag distances are estimated from different

interrogator locations, e.g three interrogator locations in a trilateration system figure

1.1(a)). For two-dimensional localization of a target tag T , at least three interrogators

I1, I2, I3 are required that estimate the three distances to the tag d1, d2, d3. From these

distances and the interrogator positions, three circles can be constructed that intersect

in the tag position.
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Figure 1.1: Localization principles in an RFID system:
(a) Trilateration, (b) Triangulation

For angulation in an RFID system, at least two interrogators are required for two-

dimensional target tag localization. For example, in a triangulation system figure 1.1(b)),

three interrogators estimate the tag direction angles θ1, θ2, θ3 (also referred to as angles-

of-arrival, AoA). From these angles and the interrogator positions, straight lines can be

constructed that intersect in the tag location. Because the lateration technique requires

an additional interrogator position, the angulation technique is more economic with

regard to the localization system cost and complexity.

Wireless localization systems, in general, evaluate the parameters of the received wireless

signals at a base station to estimate the target device distance or direction. The following

measurements are utilized:

• Received signal power level (Received Signal Strength, RSS)

• Received signal phase (Phase-of-Arrival, PoA)

• Received signal time or time-difference (Time-of-Arrival, ToA, or Time-Difference-

of-Arrival, TDoA)

However, the passive UHF RFID technology and the indoor application scenarios intro-

duce the following limitations to possible signal measurements. To travel the distance

of the maximum communication range of passive UHF RFID systems (10 m), a wireless

signal needs approximately tmax = 33 ns. Because the measurement of such short time

durations (ToA) or even time-differences (TDoA) requires complex and expensive mea-

surement equipment in addition to a high signal bandwidth, this technique cannot be

used in passive UHF RFID localization systems [29].
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RSS-based lateration approaches estimate the interrogator-to-tag distance d from the

measured power PRx,int of a received tag signal at the interrogator location. Using the

known transmitter power of the interrogator PTx,int, an equation for d can be derived

from the Friis Transmission Equation [30]:

d =
λ

4π
4

√
PTx,intG2

intG
2
tag

PRx,int
, (1.1)

where λ is the signal wavelength, Gint is the gain of the interrogator antenna and Gtag

is the gain of the tag antenna.

PoA-based localization approaches measure the phase, ϕRx,int, of a received target tag

signal at the interrogator location to estimate the tag distance d. Assuming that the

tag transmits with an initial phase of ϕTx,tag = 0◦, d is calculated as

d = ϕRx,int
c

2πf
, (1.2)

where c is the speed of light and f is the signal frequency. It must be noted that

distinct values for ϕRx,int are only measured for interrogator-to-tag distances in a range

of 0 ≤ d < λ/2 (phase ambiguity).

The introduction of the basic localization approaches that can be utilized in passive UHF

RFID systems presented above was limited to two-dimensional techniques. However, in

all cases, an extension to the third dimension is possible by using the same principles.

In lateration approaches, three-dimensional spheres would be constructed from the es-

timated interrogator-to-tag distances. With four available interrogator positions, these

spheres intersect in the tag position. For the angulation approach two interrogator po-

sitions suffice for three-dimensional localization. To find the target position, the target

direction is first estimated in the azimuth plane and then estimated in the elevation

plane. Both tag directions can then be combined to calculate the three-dimensional

target location.

The decision whether to use a two- or three-dimensional localization system depends on

the targeted application (three-dimensional if an estimation of the target elevation is

required). However, the previously introduced technological limitations of passive UHF

RFID systems equally effect both system types and two-dimensional localization has

a lower degree of complexity. Therefore, the work presented in this thesis focuses on

two-dimensional localization.
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1.2 Motivations and Achievements

The main focus of this research is to investigate the limitations of a practical application

of passive UHF RFID localization systems in typical multipath environments and to find

methods which improve the localization performance to a level which is sufficient for the

targeted applications.

There are numerous passive UHF RFID localization systems using RSS-based, phase-

based or biparameter-based signal evaluation for lateration or angulation of a target tag.

RSS-based systems require a dedicated infrastructure of reference tags or interrogators

and the development of a reference database which makes them rather unattractive for

practical application [31–33]. Phase-based methods are proposed to relax the limitations

of RSS-based methods but their localization range is limited by the phase ambiguity

[34, 35]. Hybrid systems are capable of achieving a higher coverage range than phase-

based approaches and higher accuracies than RSS-based approaches because they com-

bine the passive UHF RFID technology with other wireless technologies (e.g. WLAN

or cameras) [36, 37]. However, the system complexity, cost and processing times are

highly increased compared to the above methods. Other systems use a-priori knowledge

(e.g. movement of a target in a restricted and predefined area) to improve the local-

ization accuracy but they are limited to one specific application scenario [38, 39]. To

overcome the limitations of power- and phase-based localization systems, biparameter-

based approaches are proposed which generally provide a high angular accuracy for

target tag direction estimation [40, 41]. Amongst this class of techniques, digital re-

ceiver beamforming and digital transmitter beamforming provide the highest angular

accuracy [42, 43] and are therefore identified as the most promising candidates for an

application in passive UHF RFID localization.

Supposing a decision has been made to carry out target tag localization based on digi-

tal beamforming techniques. The widely used receiver beamforming algorithms MUSIC

(Multiple Signal Classification) and ESPRIT (Estimation of Signal Parameter via Ro-

tational Invariance Techniques) have a very high computational complexity and require

high processing times [44]. The Root MUSIC algorithm is a variation of MUSIC and

has the advantage of achieving the same high degree of angular resolution with reduced

processing times [45]. It has not been used in passive UHF RFID localization systems be-

cause it is restricted to two-dimensional localization problems. However, it appears that

the Root MUSIC approach is well suited to achieve sufficient localization accuracy in

typical application scenarios. Digital transmitter beamforming localization techniques

have not been used to date because they require very complex signal generation de-

vices [42]. However, since they provide the same high angular accuracy as the receiver
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beamforming, the notion of applying transmitter beamforming to passive UHF RFID

localization seems to have a high potential and is worthy of further investigation.

In indoor application environments, signal reflections at walls or other objects generate

multiple signal paths (multipath) which interfere at the interrogator. Under these con-

ditions, a precise target tag localization can only be achieved by an evaluation of the

tag’s line-of-sight receiver signal. However, the limited available signal and frequency

bandwidths of the passive UHF RFID technology which are defined in the protocols

used and the local regulations incapacitate the interrogator to resolve the line-of-sight

signal from multipath reflections [46]. Therefore, the achievable localization accuracy is

highly reduced.

An accurate transmission channel model is required for an accurate estimation of the

channel behaviour to multipath signals in localization systems. A statistical channel

model can be used but has the disadvantage of requiring a large amount of complex,

time-consuming measurements and being only valid for specific environments [47, 48].

The deterministic full-wave analysis or the brute-force ray-tracing approach deliver very

high estimation accuracies but at the expense of substantial computational effort [49]. It

appears that deterministic models which are based on a modified version of the classical

Friis Transmission Equation best suited for application because they highly reduce the

computational load [50]. However, it is shown that they achieve only a coarse approxima-

tion of the signal parameters in real-world situations because they include only a limited

consideration of the channel and the channel interface (i.e. the antenna) characteris-

tics. Several enhancements of the modified Friis model have been proposed to achieve

a better estimation accuracy: the consideration of a higher number of signal paths,

complex reflection coefficients, antenna polarizations, antenna orientations as well as

three-dimensional antenna gain and phase pattern. It is shown that the enhanced trans-

mission channel model provides a very high estimation accuracy of the real-world signal

parameters compared to the modified Friis model. Furthermore, the enhanced channel

model provides a low computational complexity and low computing times compared to

the full-wave analysis or the brute-force ray-tracing. A further benefit of the enhanced

channel model is the possibility to reliably predict the tag readability in identification

applications which is confirmed by real-world measurements.

In order to address the previously mentioned reduction of the achievable localization

accuracy caused by multipath, the multipath interference has to be minimized. Since

the characteristics of the wireless transmission channel in the space between the tag

antenna and the interrogator antenna are fixed, only the parameters of the channel

interfaces seem to offer a starting point for an investigation of multipath reducing tech-

niques. Variations of the interrogator and tag antenna parameters, well-established
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diversity combining techniques [51] and the installation of UHF absorbers should be

able to highly reduce the effects of multipath. Consequently, directional patch antennas,

circular polarization, different antenna orientations, frequency diversity, spatial diversity

and polarization diversity have been proposed. It is shown that directional antennas and

circular polarization highly reduce the effects of multipath. However, both techniques

reduce possible applications of the localization system because they require large and

costly antennas. A change of the antenna orientation changes the multipath character-

istic but does not reduce multipath interference. The application of frequency diversity

is highly effective but restricted by the available system frequency bandwidth. The use

of spatial diversity is highly beneficial and requires a minimum antenna displacement on

the order of the system wavelength which is easily manageable. Polarization diversity

achieves a reduction of multipath interference but is not suited for practical application

because it requires additional antennas. The installation of high-frequency absorbers is

highly effective because certain reflection paths are cancelled out but it is only practi-

cally feasible in small localization areas. One issue associated with the implementation

of diversity techniques is the availability of a multiangulation algorithm which can be

used on any number of estimated target tag directions, has a low computational com-

plexity and can handle complicated constellations (e.g. parallel tag direction lines which

do not intercept). A new multiangulation algorithm ‘Nearest Point’has been proposed

and it is shown to be a reliable tool for any diversity localization system.

The digital receiver beamforming localization technique Root MUSIC has been iden-

tified as one candidate for passive UHF RFID localization with sufficient localization

accuracy and low processing times. Since it has not been used before, a principle local-

ization approach has to be designed. The tag direction information which is provided

by the Root MUSIC algorithm and the nearest point multiangulation algorithm should

be ideally suited to implement a classical angulation system. An angle-of-arrival (AoA)

angulation approach is presented and its effectiveness is demonstrated in simulations.

However, further simulations confirm the above mentioned degradation of the localiza-

tion accuracy in the presence of multipath. The previously introduced techniques for a

reduction of multipath interference should increase the localization accuracy in multi-

path situations. Therefore, the application of directional antennas, circular polarization,

different antenna orientations, frequency diversity, spatial diversity and reflection can-

cellation has been proposed. Simulations show that all of the above multipath reducing

techniques increase the achievable localization accuracy. As result, an optimum receiver

beamforming localization system with respect to multipath robustness and achievable

localization accuracy has been proposed. In order to verify the above simulation results

in real-world measurements, an experimental receiver beamforming localization testbed

is required but commercially available interrogators do not provide received signal phase
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information. Therefore, a novel experimental testbed has been developed and built which

implements the optimum receiver beamforming localization approach in a novel ‘AoA

unit’. Measurements in multiple real-world scenarios and under severe multipath condi-

tions show that the AoA localization approach achieves a highly improved localization

accuracy compared to existing passive UHF RFID localization system.

The digital transmitter beamforming was previously identified as a second candidate

for application in passive UHF RFID localization systems. One major challenge is the

design of a feasible angulation technique because digital transmitter beamforming has

never been used before. Due to its computational simplicity and ease of practical im-

plementation, the idea of using RSS-measurements of the target tag seems to be highly

attractive. An RSS-based angulation technique has been proposed but it is shown that

the achievable tag direction estimation accuracy is severely degraded by multipath inter-

ference and that multipath reducing techniques are not able to sufficiently improve the

situation. A tag angle estimation process which exploits the precisely defined response

threshold of passive UHF RFID tags using very simple tag readability measurements

should improve the robustness against multipath because it requires only a minimum

interrogator transmitter power, thereby assuring that the readability is caused by the

line-of-sight interrogator transmitter signal only. A new transmitter beamforming angu-

lation approach has been proposed (angle-of-activation, AoAct). Simulations show that

AoAct provides better robustness against multipath interference and improved direction

estimation accuracy than the RSS-based approach. However, the simulations also re-

veal high processing times and the potential for further angular accuracy improvement.

Various enhancements of the basic AoAct approach such as the consideration of unsym-

metrical beampattern or an optimized algorithm for finding the appropriate interrogator

transmitter power have been proposed and their superior performance is demonstrated

in simulations. For a practical verification of the AoAct localization performance, an

experimental testbed is required but off-the-shelf interrogators do not provide beam-

forming capabilities. A novel experimental testbed is designed and built which is based

on very cost-effective components and achieves a very high angular beam pattern accu-

racy. Localization measurements in different real-world scenarios show a better mean

localization performance compared to the receiver beamforming approach and compared

to any other existing passive UHF RFID localization system, especially in severe mul-

tipath situations. However, compared to the receiver beamforming system, the AoAct

system requires higher overall processing times.

The main aim of this research, i.e. the realization of a passive UHF RFID localization

system which achieves sufficient localization accuracy in typical multipath application

scenarios, has been fully accomplished. Two different passive UHF RFID localization

systems have been designed, developed and simulated as well as tested in real-world
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measurements under severe multipath conditions. All results confirm the superior lo-

calization accuracy of the beamforming techniques compared to existing localization

systems. For high-accuracy applications, transmitter beamforming should be favoured,

whereas receiver beamforming is more appropriate for applications where fast response

times are required.

1.3 Thesis Structure

Following the introduction chapter, a literature review of localization systems which are

based on well-established wireless technologies is presented in chapter 2. The functional-

ity of the localization approaches is explained and the benefits of the passive UHF RFID

technology are highlighted. The operational principles of passive UHF RFID systems are

explained in detail and the technological limitations pointed out. Existing passive UHF

RFID localization systems, which can be classified in three categories (power-based,

phase-based and biparameter based) are presented and their practical application and

drawbacks are discussed. The benefits of the biparameter-based localization techniques,

namely receiver beamforming and transmitter beamforming are described and the theo-

retical principles of operation introduced. The advantages of the Root MUSIC algorithm

and the digital transmitter beamforming are explained. Finally, existing statistical and

deterministic transmission channel models are discussed in detail. The ability of the

modified Friis-based modelling approach to overcome the limitations of other determin-

istic approaches is pointed out.

In chapter 3, the performance of a number of existing modified Friis-based channel

models is compared by simulations. For a close estimation of the real-world situation in

localization systems, a very accurate estimation of the channel behaviour to multipath

signals is required. Thus, an enhanced channel model is presented which considers im-

portant parameters of the channel and the channel interfaces. The superior performance

of the enhanced channel model is demonstrated by comparison of simulations with mea-

surements. Based on the enhanced model, the influence of multipath interference on the

signal power and phase is shown and a novel simulation environment developed. Finally,

the quality of tag readability predictions using the new simulation environment is tested

in real-world measurements.

In chapter 4, a new equation to rate the magnitude of multipath effects, referred to as

the ‘Fading Quantification’(FQ) is derived. FQ is then used as the quality criterion for

multipath interference. Three solutions to minimize the effects of multipath interference

are presented: a) by varying the channel interface parameters, b) by applying diversity



Chapter 1. Introduction 11

techniques, c) by installation of UHF absorbers. The performance of these techniques

is compared by simulations in a typical application scenario.

A digital receiver beamforming localization approach (‘AoA’) which is based on the Root

MUSIC algorithm is presented in chapter 5. The localization principle is explained and

the localization performance analysed by simulations. The degradation of the achievable

localization accuracy by multipath interference is demonstrated and techniques for the

reduction of multipath interference are applied. The effects on the achievable localiza-

tion accuracy are compared by simulations in a typical localization scenario. A new

multiangulation algorithm (‘Nearest Point’) is presented to overcome the limitations of

existing angulation algorithms. For the verification of the localization performance in

real-world measurements, a novel experimental testbed is established. The development

of a novel antenna array which is required for the testbed is described in detail. Finally,

real-world measurements in different multipath scenarios are utilized to investigate the

localization performance of the enhanced receiver beamforming technique.

Chapter 6 first proposes a transmitter beamforming localization principle which is based

on RSS measurements. The reduced localization performance compared to the receiver

beamforming technique is revealed by simulations. Therefore, a novel localization ap-

proach is proposed which utilizes the very precisely defined response threshold of passive

tags (‘AoAct’). The technique is explained in detail and analysed in simulations which

show further possibilities for improvement of the angular accuracy and processing times.

Thus, several enhancements of the basic technique are developed and their performance

compared by simulations. The improved AoAct localization approach is implemented in

the design of a novel experimental testbed. The construction ideas and the physical re-

alizations of the testbed are explained. The achievable AoAct localization performance

is investigated in multiple real-world measurements and compared with the receiver

beamforming technique.

Finally, chapter 7 summarizes the research presented in each chapter and the overall

achievements of the project. Multiple directions are recommended for future work.
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1.5 Contributions

Amongst others, the main contributions of this work are as follows:

• An enhanced transmission channel model for passive UHF RFID systems which

considers multiple signal paths, complex reflection coefficients and channel inter-

face parameters such as three-dimensional antenna gain and phase pattern. It

allows a reliable simulation of the signal parameters (i.e. power and phase) in any

passive UHF RFID system setup and any indoor application scenario with low

computing times.

• A reliable method for predicting read and no-read zones in any passive UHF RFID

system setup and any indoor application scenario. It can be used in preliminary

system designs to maximize tag read zones and to optimize the tag readability in

identification systems.

• An investigation of techniques for a minimization of multipath effects in passive

UHF RFID systems: frequency diversity, spatial diversity, polarization diversity,

optimized antenna types, optimized antenna polarisations and reflection cancella-

tion. These techniques help to improve the localization accuracy in passive UHF

RFID systems.

• A Root-MUSIC-based digital receiver beamforming localization approach for pas-

sive UHF RFID systems that achieves a high localization accuracy in real-world

application scenarios. It has low complexity, low computing times and can be

implemented in low-cost hardware. Due to the application of techniques for a

reduction of multipath effects, it has a high reliability, even in severe multipath

environments.

• A new multiangulation algorithm that can be used on any number of measured

target directions and enables the use of diversity techniques. It can handle com-

plicated situations such as parallel target tag direction lines.

• A digital transmitter beamforming localization approach for passive UHF RFID

systems that allows the generation of high-accuracy antenna array gain patterns.

It utilizes the very defined sensitivity of passive UHF RFID tags and achieves a

high localization accuracy and reliability, even in severe multipath environments.
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• The design and implementation of various hardware devices for passive UHF RFID

localization systems:

– A three-element, circularly polarized patch antenna array for the European

UHF RFID frequency range. It has a high gain, a low axial ratio and a small

size.

– A low-cost hardware unit that implements the new digital receiver beam-

forming localization approach. It is composed of off-the-shelf components

and shows a high tag direction estimation accuracy in real-world measure-

ments and very low processing times.

– A low-cost, small-size hardware unit that implements the new digital trans-

mitter beamforming localization approach. It is composed from off-the-shelf

components and shows a high tag direction estimation accuracy in real-world

measurements.

– All devices are developed up to a mass-production-ready state.



Chapter 2

Related Work

In this chapter, a review of the existing localization techniques, with particular emphasis

on passive UHF RFID based localization methods, is presented. The performance cri-

terion for these systems is highly application dependent. However, the most important

performance measures are the localization accuracy, the cost (device cost as well as main-

tenance and setup costs), the required infrastructure (base stations, access points and

the provision for reference measurements), the update rate (the number of consecutive

localization measurements per second) and the possible number of localization targets

in a given application. It is argued that passive UHF RFID localization systems have

the potential to overcome most of the limitations of the other localization technologies,

particularly, for indoor localization applications.

The concept and operational principles of passive UHF RFID localization are explained.

Three different approaches (power-based, phase-based and biparameter-based) for sys-

tem realization are discussed and it is concluded that two biparameter-based approaches,

namely, receiver beamforming and transmitter beamforming are the most promising

techniques to realize passive UHF RFID localization systems that provide sufficient ac-

curacy in typical application scenarios.

The communication link between an interrogator and a tag in a passive UHF RFID

system constitutes a wireless transmission channel. The transmission characteristics

of the channel are commonly described either statistically or deterministically. The

existing models for both approaches are discussed and it is concluded that a deterministic

approach would be the preferred channel model for passive UHF RFID localization

systems.

16
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2.1 Existing Localization Systems

Existing localization systems are based on a wide range of technologies that include:

Image-based techniques that rely on multiple cameras distributed over the space of in-

terest [52–59]. These systems have a coverage range of 10 m, update rates of up to

50 Hz and do provide high localization accuracy (in millimetre-range) but their accu-

racy depends on the distance from the target. The main disadvantage of image-based

approaches is the need for an elaborate infrastructure that causes high system cost.

Inertial Navigation Systems (INS) use specific sensors like accelerometers to measure

the velocity and orientation of moving objects and to estimate their relative location

[60]. For the initial positioning, tracking applications and multiple targets, an external

infrastructure is needed, such as GPS and others [61–65]. Due to error accumulation, the

localization accuracy range lies between 0.1% and 20% of the travelled target distance

and also depends on the possible update rate of the absolute position [63, 66, 67]. The

sensors used in INS are rather bulky, which is a limiting factor for their applications.

Magnetic localization systems use two different measurement techniques: a) tracking of

the phase relationship between the electrical and magnetic fields of the received target

signals, b) measurement of the magnetic flux density. The former technique needs large

antennas and its range is limited by phase ambiguities and the latter requires a local

infrastructure of permanent magnets or coils and complex mathematical calculations.

Neither of the two techniques necessitates line-of-sight operation or is affected by mul-

tipath [67, 68]. These techniques are capable of achieving a maximum coverage of up to

20 m, an update rate of 240 Hz and a localization accuracy of several centimetres. The

main drawback is that magnetic localization systems are unable to identify individual

targets [69].

Infrared (IR) localization systems require a cost-intensive local infrastructure of IR re-

ceivers or thermal cameras and do not have target identification capabilities [70–72].

Although IR signals have the advantage of being invisible to the human eye, they are

not able to penetrate opaque materials such as walls or other objects in the area of

interest which limits their application. The update rates are high (max. 50 Hz) and

a maximum localization accuracy in the decimetre-range is reported depending on the

localization method used [71, 73]. Natural sources of infrared light like the sun or hu-

man bodies compromise the localization performance but the main disadvantage is the

limited coverage of only 5 m.
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Localization systems that use ultrasound (US) sensors achieve an accuracy in the cen-

timetre range (dependent on the positioning accuracy of receivers in the localization en-

vironment), an operational range of 10 m and a maximum update rate of 30 Hz [74–77].

They are prone to be influenced by sounds in the localization environment, multipath,

and the signal Doppler-shift. The identification of single localization targets is not pos-

sible and signal superposition makes a localization of multiple targets almost impossible

[74, 75]. The use of audio frequencies has been proposed [78], but these frequencies suffer

more severely from the above effects.

Due to low receiver sensitivity and signal attenuation caused by walls and other objects,

GPS systems are not suitable for indoor localization applications. High sensitivity GPS

localization systems seem unattractive for indoor applications as they are highly com-

plex and only achieve a localization accuracy of 10 m or less [79–81]. The use of open

frequency bands e.g. ISM (Industrial, Scientific and Medical Band) for transmission of

GPS-like signals needs an infrastructure of local base stations [82, 83]. Other disadvan-

tages of GPS and GPS-like systems are the bulky target hardware and the absence of a

return channel that would allow target identification.

The operation of WLAN-based localization systems is cost-effective because the widely

available infrastructure of base stations (access points, routers, etc.) and mobile targets

(laptops, mobile phones, etc.) can be utilized [84–93]. Another advantage is the high

coverage (up to 50 m) and the fact that no line-of-sight to the target is needed. However,

since all WLAN-based localization approaches use RSS measurements, their accuracy

deteriorates because of: multipath effects (e.g. fast fading), the low density of access

points and inconsistent measurement values due to variations in equipment supplied

by different vendors [91, 94]. The maximum achieved localization accuracy is only one

metre and the processing times lie in the range of several seconds [94–96].

Ultra-wideband localization systems use the time-of-arrival technique and nano-second

signal pulses. The high resolution in time allows a high accuracy in distance estimation

and localization that lies in the centimetre range [97–100]. Another advantage is the

ability to isolate the target’s line-of-sight signal from reflections, thus achieving an ex-

cellent multipath suppression. The high bandwidth also helps to minimize interference

from other wireless systems [101, 102]. Other features include: high update rates of more

than 100 Hz, large coverage (up to 50 m), target identification capabilities and low power

consumption. On the minus side, UWB localization systems are complex, cost-intensive

and need large broadband antennas as well as a dedicated local transmitter-receiver

infrastructure [103].

Bluetooth and ZigBee localization systems utilize the open ISM band which makes them

vulnerable to interfering signals from external other systems in the vicinity that operate
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in the ISM band (e.g. WLAN). ZigBee uses RSS-based distance estimation that is

highly prone to be influenced by multipath effects and thus only achieves low accuracies

in the metre range [104, 105]. The maximum coverage of 30 m is relatively high but

the update time of 5 s is very low. Although Bluetooth devices are of low-power and

of low-cost, the cost for the overall infrastructure is high. Furthermore, the achievable

localization accuracy is 4 m or less [106, 107]. The coverage is limited to 10 m and the

update time to several seconds (rather low). Bluetooth as well as ZigBee are able to

identify individual localization targets but the size and structure of the target hardware

limit possible applications.

Localization systems that are based on the Digital Enhanced Cordless Technology (DECT),

Digital Television signals, FM radio signals or cellular networks (e.g. GSM1 or UMTS2)

benefit from the existing infrastructure of base stations and cost-effective target de-

vices [108–111]. Although various lateration and angulation approaches have been used,

signal attenuation makes the indoor localization process difficult and allows only low

accuracies in the metre-range. The coverage is very high and ranges from 500 m for

DECT to 100 km for digital television. In Power Line Positioning, low frequency signals

are modulated onto the existing power lines in a building [112, 113]. The maximum

coverage area and the number of localization targets are very limited, other electrical

devices deteriorate the localization signals and the maximum achieved accuracy is only

one metre. The capacitance between multiple floor tiles or the force on single tiles is

measured to localize persons within a room [114, 115]. A special, cost-intensive prepa-

ration of the environment with a high number of interconnected sensors is necessary

and the identification of specific targets is not possible. The light of fluorescent lamps

is modulated with data signals to localize targets that are equipped with light sensors

[116]. It requires a constant connection to a database containing the lamp coordinates

using WLAN or other technologies and a line-of-sight operation.

The use of active RFID technology in localization systems was first introduced in 2003

[28]. The proposed localization system, referred to as ‘Location Identification Based

on Dynamic Active RFID Calibration’(LANDMARC) deployed active target tags and

reference tags in localization environment. In this system, the RSS from the target is

measured and compared with reference RSS values obtained from the reference tags.

From this comparison, the distance between the target in question and the interrogator

is estimated. The process takes about 7.5 s to execute and achieves a mean accuracy

in the range of 1 - 2 m. Further improvements were made in the original LANDMARC

system [81, 117–121] which achieved a localization accuracy of 0.8 m, but at the expense

of very high system complexity. Active RFID localization systems offer a high coverage

1Global System for Mobile Communications
2Universal Mobile Telecommunications System
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of up to 100 m and a relatively high update rate of 10 Hz [122–126]. The localization

methods commonly used in these systems are RSS-based, consequently they suffer from

multipath effects which tend to limit their localization accuracy [19, 124]. The main

advantages are the target identification capabilities and the low power consumption of

RFID tags.

The growing interest in indoors applications of localization systems led to the notion

of the use of passive UHF RFID technology for localization. The main advantage is

the availability of passive UHF RFID tags as adhesive labels that are small, extremely

light, rugged and cost-effective. Furthermore, they can be attached to almost any object

and need no maintenance. In addition, the ability to simultaneously communicate with

a large number of targets, without the need for line-of-sight communication, and the

available identification capabilities are the other useful features offered by the passive

UHF RFID technology.

On the other hand, the passive UHF RFID technology does have a number of limitations.

Passive tags do not have an on-board energy source and therefore power is provided

by a remote interrogator. This limits on-board computational and signal processing

capabilities of the tags. Consequently, signal processing is carried out at the interrogator

on the basis of return signals from the tag that is being interrogated.

However, on balance, passive UHF RFID technology seems to offer an ideal solution for

low-cost and high density indoor localization system applications.

The first passive UHF RFID localization system was introduced in 2006 [127]. This

system uses interrogator antennas with rotation abilities, a variable interrogator trans-

mitter power and an evaluation of the tag readability to determine the target direction

and to angulate its position (similar to the AoA technique introduced in section 1.1).

This complex approach requires a high processing time and achieves a relatively low

mean localization accuracy of 0.68 m.

Numerous passive UHF RFID localization system designs, with the aim to improve

localization accuracy, have been proposed over the past decade. A maximum accuracy

in the centimetre range has been reported with experiments conducted in idealized

environments (reduced or no multipath), using very small testbeds or over very short

range [128–131]. In more realistic experiments, an accuracy between 15 cm and 60 cm is

achieved with a coverage of up to 10 m and an update rate up to 10 Hz [35, 132–135].

A more detailed overview on all existing indoor localization systems can be found in

[103].
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2.2 Operational Principles of Passive UHF RFID Systems

An RFID system consists of an interrogator (or reader), a connectionless data carrier

called transponder (or tag) and interrogator and tag antennas. Typically, the tag an-

tenna is physically integrated with the tag IC (a special silicon Integrated Circuit) while

the interrogator antenna is isolated from the interrogator and electrical connection is

provided via a connecting cable. The tag IC stores a worldwide unique identification

number, the Electronic Product Code (EPC). Each communication cycle is handled by

the interrogator in accordance to the EPCglobal Generation 2 Class 1 protocol [16] that

utilizes a country-specific frequency band in the range between 860 MHz and 960 MHz

[18] (e.g. in Europe: 865.6 MHz - 867.6 MHz). Also, the maximum interrogator trans-

mitter power is specified by local regulations [18] (e.g. 2 W Effective Radiated Power,

ERP, in Europe). In most cases, the aim is to read the EPC from one or multiple tags

in the communication range of the interrogator but it is also possible to read or write

internal register data of the tag IC. Figure 2.1 shows the basic communication cycle

between the interrogator and the tag as it is defined in the EPCglobal protocol.

Time

Interrogator Tag

1

2

3

4

5

Figure 2.1: Basic EPCglobal communication cycle

Since the passive tag draws its energy from the transmitted interrogator signal (modu-

lated data signal or sinusoidal signal), it stays deactivated until the interrogator initiates

the communication cycle with a Select command 1©. Through this command, single tags

can be addressed with their full EPC, a limited group of tags can be addressed with

a partial EPC or all tags in range can be addressed. In the two latter cases, the tags

are assigned to different time slots by using random numbers so that only one tag com-

municates with the interrogator at a time (anti-collision protocol). To transmit data

(especially commands) to the tag, the interrogator uses Pulse Interval Encoding (PIE)
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and digital Amplitude Shift Keying (ASK) with a modulation depth of 90% at a con-

stant bit rate between 26.7 kBit/s and 128 kBit/s. Following the Select phase 1©, the

interrogator transmits a Query command on which only the addressed tag or the tag

that is assigned to the current time slot reacts 2©. This tag replies to the interrogator’s

Query command with a 16-bit random number (RN16) that is used to identify the tag

in the following process 3©. During this response phase, the tag is powered by a

sinusoidal, high-frequency interrogator signal which is partially reflected back to

transmit3 data (backscatter principle). The tag digitally encodes the response data

using the FM0 code4 (40 kBit/s - 640 kBit/s) or the Miller-modulated subcarrier

code (5 kBit/s - 320 kBit/s). Then, the tag antenna tuning is switched between

matched (the received interrogator signal is fully absorbed) and unmatched (the

received interrogator signal is partially reflected back) in accordance with the dig-

ital code sequence. This switching of the antenna tuning generates the ASK of

the backscattered signal, which eventually arrives at the interrogator. After the

interrogator received the RN16 from the tag, it transmits an Acknowledgement

command (ACK) and the current tag’s RN16 4©. All tags in the coverage range of

the interrogator receive the ACK and the RN16 but only the tag with a matching

RN16 responds by transmitting its EPC using the described backscatter principle

5©. At this point, the basic communication cycle is completed and the tag will

stay deactivated until the next Select phase is initiated. If the interrogator con-

tinues with a new Query command, the tag that is assigned to the next time slot

will respond.

The communication channel between the interrogator and the tag is established by

two links: the uplink (tag→ interrogator direction) and the downlink (interrogator

→ tag direction). Although the wireless transmission channel is the same for

both links, the link power budget is different in each direction because the power

transmitted by the interrogator is defined and fixed but the power transmitted by

the tag depends on its backscatter loss. The sensitivities of the tag receivers and

interrogator receivers are typically -15 dBm and -80 dBm, respectively.

A simple protocol, simple signal processing at the tag and the passive tag construc-

tion give the benefit of design simplicity, small size and low-cost. However, there

are a number of limitations, i.e., relatively low communication range (≤ 10 m), low

bit rate and hence high communication cycle times, and small memory size. How-

ever, it is widely recognized that the benefits of the passive UHF RFID technology

3Although a passive UHF RFID tag does not actively transmit a data signal, the term ‘transmit’is
used in this work for clarity reasons.

4Also known as biphase space encoding.
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outweigh its limitations when considering indoor applications (e.g. identification

of goods in a warehouse).

2.3 Passive UHF RFID Localization Systems

The basic principle of communication between a tag and interrogator in a passive

UHF RFID localization system is as follows:

The interrogator transmits a sinusoidal signal (carrier) of a fixed frequency, fc to

the passive tag to be interrogated. The passive tag is energized by the carrier

and the tag digitally modulates the carrier amplitude. The modulated signal is

reflected back to the interrogator (backscatter principle). Without loss of gener-

ality and assuming an initial phase of ϕ = 0◦ (where ϕ = 2πfct), the modulated

carrier, stag(t), can be expressed as:

stag(t) = Re
{
b(t)ej2πfct

}
, (2.1)

where b(t) is the time-dependent binary signal amplitude that represents informa-

tion transmitted by the tag and Re{} denotes the real part of a complex number.

The communication channel between the tag and the interrogator assumes a sim-

ple communication protocol (EPCglobal [16]), specially designed for passive UHF

RFID systems.

During the transmission from the tag to the interrogator, stag(t) is reflected at walls

or other objects in the localization area. Thus, the overall received signal, sint(t),

at the interrogator is a superposition of the direct backscatter signal (line-of-sight)

and the N reflected signals and is given by:

sint(t) = Re

{
N+1∑
n=1

b(t)lne
j2πfct+ϕn

}
, (2.2)

where ln and ϕn are the attenuation factor and phase shift for each individual

received signal, respectively.

It is common practice to measure the received signal, sint(t), in terms of instanta-

neous signal power P (t), given by

P (t) = |sint(t)|2 . (2.3)

P (t) is often referred to as the received signal strength (RSS).
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From equations (2.2) and (2.3), it can be deduced that the received signals can

be measured either in terms of power, phase or both. This has facilitated the

power-based, phase-based and biparameter-based (evaluation of power and phase)

system designs.

From equation (2.2), it can be seen that the reflected signals will have different

phase angles and amplitudes (due to different path lengths) when arriving at

the interrogator. This would, inevitably, result in constructive and destructive

interference. Consequently, any evaluation of the received signal power or phase

in a localization system will deteriorate via multipath because the interrogator is

not able to filter out the line-of-sight target tag signal from the overall receiver

signal. This is caused by the low available signal bandwidth of passive UHF RFID

systems which is defined in the EPCglobal protocol (section 2.2). Furthermore,

the application of the well-established frequency diversity technique to reduce the

influence of multipath on the interrogator receiver signal is not possible due to the

restricted frequency bandwidth in passive UHF RFID localization systems which

is defined by local regulations [18].

With the help of a typical application scenario, the two bandwidth limitations of

passive UHF RFID systems shall be quantified and explained in detail.

In a room of size 10 m × 5 m × 3 m (length × width × height) (figure 2.2), a

tag is located at Ltag = (2.5, 2.0, 1.5) m and an interrogator is positioned to

Lint = (2.5, 7.0, 1.5) m. The interrogator transmitter power is PTx,int = 30 dBm

(1 W) and the tag and interrogator antenna gains are Gant,int = Gant,tag = 2 dBi.

Assuming a ray signal model and considering the geometric relations, the lengths

Rn of the n = 1...N different signal paths can be calculated. Table 2.1 lists the

signal path lengths and the signal path arrival times τn with respect to the LOS

path (τ1). In this example, only the first-order5 reflections are taken into account

with a fixed reflection coefficient of 0.5 (-3 dB). The received signal power Pn of

the tag response of the nth path at the interrogator antenna is calculated using

the Friis Transmission Equation [30]. It can be observed that the received signal

power of the reflection paths is close to the power of the LOS path (e.g. the floor

and the ceiling reflections have a 2.7 dB lower power than the LOS). Thus, the

impact of the received reflection signals on the overall received signal is very high.

5The signal is only reflected once on its way from the transmitter to the receiver antenna
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Figure 2.2: RFID system and reflections in a typical application example (top view)

Table 2.1: Characteristic values for different indoor signal distribution paths

Path Rn [m] τn [ns] Pn [dBm] Pn [nW]

LOS 5 0 -34.3 372

wall1 Reflection 9 13.3 -44.5 35

wall2 Reflection 7.07 6.9 -40.3 93

wall3 Reflection 11 20.0 -48.0 16

wall4 Reflection 7.07 6.9 -40.3 93

Ceiling Reflection 5.83 2.8 -37.0 201

Floor Reflection 5.83 2.8 -37.0 201

According to the EPCglobal communication protocol [16], the maximum data rate

in the uplink (tag → interrogator) of a passive UHF RFID system is 640 kBit/s.

Depending on the chosen baseband coding scheme, this translates to a maximum

signal bandwidth of Bs = 640 kHz and a bit time duration (or signal pulse length)

of tbit = 1
Bs

= 1.56 µs. Accurate localization measurements depend on the isolation

of the tag’s line-of-sight signal which is the earliest arriving signal and thus the

first arriving signal pulse. In the considered scenario, the maximum received time

difference of the LOS path and a reflection path is τmax = 20 ns ≈ 0.01 · tbit (wall3

reflection) and the mean received time difference τmean = 8.8 ns ≈ 0.006 · tbit

(table 2.1). Thus, all arriving multipath signal pulses overlap almost coherently

thereby making it impossible to distinguish. In an optimum case, the multipath

signal pulses would arrive at the interrogator one after another. For the mean

received time difference τmean = 8.8 ns, this would require a signal bandwidth of

Bs = 1
τmean

= 114 MHz.
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Depending on the path lengths of the different multipath signal components trans-

mitted by the tag and arriving at the interrogator, their phase shifts with respect

to the direct tag signal are different. In a worst case, this phase shift is ∆ϕ = 180◦

which results in destructive interference and deep signal power fading. Thus, the

influence of the reflection on the overall receiver signal is at maximum. The signal

carrier frequency used (fc) determines the signal wavelength and thus the phase of

the received signal components. By switching between two carrier frequencies fc,1

and fc,2, the experienced signal fading and thus, the influence of multipath signals

can be reduced (frequency diversity). However, the total available spectrum of

the system Bf = |fc,1 − fc,2| has to be large enough to significantly change the

received signal phase of the multipath components. The minimum required fre-

quency bandwidth is called coherence bandwidth, Bc, and is calculated as follows.

From the received tag signal power of the nth path Pn and signal arrival times

τn (table 2.1), the root mean square (RMS) delay spread τrms for the application

example is derived as [136, 137]

τrms =

√√√√√√∑N+1
n=1 Pnτ

2
n∑N+1

n=1 Pn
−

(∑N+1
n=1 Pnτn

)2

(∑N+1
n=1 Pn

)2 = 4.53 ns. (2.4)

Using τrms, the coherence bandwidth Bc is estimated as [138]

Bc ≈
1

4πτrms

= 17.6 MHz. (2.5)

In the European UHF RFID frequency band (865.6 MHz - 867.6 MHz), a frequency

bandwidth of only 2 MHz (≈ 0.1 ·Bc) is available which makes frequency diversity

effectless.

The explained bandwidth-related problems are common to all passive UHF RFID

localization systems, and the situation is further complicated if there are move-

ments in the localization area (i.e. movements of persons or objects in the local-

ization environment).

Additionally, the presence of multipath in the localization environment gives rise

to formation of ‘dead-zones’(locations where tags are not readable). This condition

occurs when either a tag cannot be activated or the tag signal power arriving at the

interrogator is below interrogator sensitivity. Thus, minimization of the effects of

multipath is one of the major challenges in passive UHF RFID localization system

designs.
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The performance of a passive UHF RFID localization system is measured in terms

of the coverage range, the update rate but, most commonly, the localization accu-

racy.

General overviews on RFID-based localization approaches can be found in [3, 31,

139, 140].

2.3.1 Power-Based Passive UHF RFID Localization Systems

Power-based passive UHF RFID localization systems can be categorized as the

target interrogator type and target tag type. In a target interrogator type local-

ization system, the interrogator is assumed to be the target that is surrounded by

a number of passive tags located at pre-defined fixed positions. More specifically,

a square grid of reference tags is attached to the floor or ceiling of the area of

interest. In most cases, the target interrogator is mounted onto a mobile robot.

In the readability-based localization technique, tags are only activated and read-

able when the received signal power at the tag exceeds the tag’s sensitivity. Due

to the limited coverage range of interrogators which is dependent on the maximum

allowed interrogator transmitter power, only a subset (a small number) of the ex-

isting reference tags is readable from the target location. The coordinates of these

reference tags are then used to estimate the target position. Accuracies in the

range between 7 cm and 50 cm have been reported, depending on density of refer-

ence tags [128, 129, 132, 141–144]. The main disadvantage is the time-consuming

and cost-intensive preparation of the localization environment that has to be re-

peated for each new scenario. A higher density of reference tags increases the

localization accuracy but also increases the preparation effort and cost. In addi-

tion, the maximum density is limited by the mutual interaction between adjacent

reference tags [145].

The presence of reflections gives rise to generation of multipath, which degrades

the readability of reference tags [128]. For a system with a given reference tag

density, fingerprinting has been suggested to alleviate the effects of multipath. An

accuracy improvement of 20 cm has been achieved [133, 143, 146]. Fingerprinting

is a technique that matches the subset of readable reference tags with an exist-

ing database of reference measurements conducted prior to the operation of the

localization system. However, the technique does require additional preparation

time for measurements and storage of the reference data corresponding to each
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individual reference tag in the system. In addition, the localization accuracy is

highly deteriorated in dynamic environments.

The effects of multipath on the tag readability measurements may also be allevi-

ated by the use of highly directive reference tag antennas [147]. This approach

increases the localization accuracy to 10 cm compared with fingerprinting. How-

ever, these types of antennas tend to be large and bulky and incur additional

cost.

The averaging of multiple readability measurements with different interrogator

transmitter power levels has also been proposed [144, 148], but this approach only

gives a minor accuracy improvement at the expense of significant reduction in the

update rate.

An example of the angulation technique described in section 1.1 requires rotation

of the interrogator antenna which significantly reduces the update rate compared

with the readability-based methods [132, 149, 150]. The direction of the reference

tag is estimated from the interrogator antenna angle at which readability of the

reference tag changes. This technique can achieve localization accuracy of 20 cm,

however, it requires additional devices (e.g. a digital compass) to determine the

interrogator antenna angle, which increases system complexity, size and costs.

In RSS-based (here RSS refers to the received signal strength at the interrogator)

lateration systems (section 1.1), the reference tag distance is estimated by the

interrogator from the power reflected (backscatter) by the reference tag [122, 134,

144, 151–153]. The achievable localization accuracy in RSS-based systems can

be in the range 20 cm to 40 cm. In practice, however, the achievable accuracy is

degraded due to the spatial orientation and type of the tags.

An improvement in the above RSS-based system is possible by adjusting the trans-

mitter power of the target interrogator to multiple levels and then averaging the

corresponding reference tag RSS measurement values. However, this approach

increases the processing time [122].

Hybrid approaches either combine two measurement parameters (e.g. reference

tag readability and RSS measurements) or two different technologies (e.g. passive

UHF RFID and motion sensors, cameras, WLAN or others) [130, 131, 135, 152,

154–160]. These types of systems have the ability to provide relatively higher

localization accuracy (3 cm - 10 cm) but at the expense of system complexity and

high data processing time, which, inevitably, adds cost.
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Target tag type systems require a local infrastructure of interrogators to be de-

ployed at pre-defined positions in the area of interest.

In tag readability approaches, the interrogators increase their transmitter power

level to a point where the target tag becomes activated. A comparison of this power

level with a reference database allows an estimation of the target tag distance which

is then used for lateration [31, 161, 162]. For this method, a localization accuracy of

15 cm is reported. The processing time is very high compared to all aforementioned

localization systems (e.g. 54 seconds in [31]). Other disadvantages are the cost-

intensive preparation of the localization environment with interrogators and the

time-consuming reference measurements that have to be repeated for each new

scenario.

An alternative approach that avoids reference measurements is to use additional

reference tags in the localization area with known distances to the interrogator

[32]. In the measurement process, the interrogator transmitter power levels that

activate the target tag are matched with the reference tag activation power lev-

els. In addition to high system cost, this approach has a high complexity and a

high processing time. Localization accuracy in the range 6 cm to 46 cm has been

reported [32].

In the RSS approach (already described for the target interrogator case), the in-

terrogators measure the received signal power of the target tag’s backscatter signal

to estimate its distance which is then used for lateration [163, 164]. The approach

has a higher error deviation compared with all the target tag type systems dis-

cussed above. Consequently, the achievable localization accuracy is limited to

40 cm [124, 165–168].

The above RSS approach may be improved by first creating a database of RSS

values measured from reference tags arranged at known locations in the localization

area. The RSS from a given target tag is compared with the database RSS values

and the position of the target tag is determined by the closest RSS match [33, 169].

Using this approach, localization accuracy of 21 cm has been achieved.

Several RSS-based target tag localization systems use auxiliary information, e.g.

a limited number of possible target positions, which achieves an accuracy of 14 cm

[38, 39, 170, 171]. Unfortunately, the auxiliary information is always application-

specific.
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The angulation technique that was described for target interrogator localization

is also used for target tags. It achieves an accuracy of 16 cm and requires high

processing times [172–174].

Hybrid approaches combine RSS measurements with other technologies such as

WLAN, Wireless Sensor Networks (WSN) or cameras. Localization accuracies of

up to 30 cm have been reported [36, 37, 175, 176]. The processing of additional

data decreases the update rates and the required hardware increases the system

cost, size and installation time.

As an alternative to the usual target interrogator and target tag localization sys-

tems, a combined interrogator/tag target on a mobile robot is used in [31, 177].

The localization process is divided into two steps. First, the readability of refer-

ence tags in the localization environment is used to coarsely localize the target’s

on-board interrogator. Second, interrogators arranged in the localization envi-

ronment use RSS measurements to laterate the target’s on-board tag location.

A localization accuracy of 23 cm is achieved but the localization process is more

time-consuming compared to single-target approaches. In addition, the on-board

interrogator increases the size, complexity and cost of the target compared to

tag-only methods.

Device-less passive UHF RFID localization systems do not require individual tar-

gets in the conventional sense [178–180]. Instead, they use a local infrastructure

of reference tags and interrogators to measure the changes in the RSS values as

a result of an intruder (the target). The position of the target is determined by

matching the measured RSS values with an existing database of reference RSS

measurements. The main disadvantages are the complex and cost-intensive instal-

lation of the local infrastructure as well as the inability of target identification.

In addition, the required reference measurements further increase the set up time

and cost and dynamic environments deteriorate the localization accuracy.

2.3.2 Phase-Based Passive UHF RFID Localization Systems

As for the power-based systems, phase-based passive UHF RFID localization sys-

tems can also be categorized as the Target Interrogator type and Target Tag type.

The target interrogator type systems require a local infrastructure of reference

tags in the area of interest. The received signal phase is compared with the phase

value of the reference tags in a pre-recorded database. From the phase comparison,

the location of the target is estimated. Localization accuracy of 18 cm has been
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reported [34, 35]. The main problem associated with all phase-based approaches is

the phase ambiguity (see section 1.1). Because the measurement of the reference

tag phase delivers distinct values only for a maximum target distance of d = λ

(e.g. 34 cm in the European UHF RFID band), the reference measurements have

to be conducted with a high spatial resolution. This increases the initial system in-

stallation time and the time-consuming database search in the localization process

reduces the update rates.

Hybrid target interrogator localization systems (e.g. a combination of phase mea-

surements with motion sensors) increase the localization accuracy to 5 cm. How-

ever, the additional sensor devices increase the target cost and size as well as the

complexity of the measurement data processing [181–183].

In phase-based target tag localization systems, a local infrastructure of interroga-

tors is setup that estimates the distance to the target from received signal phase

measurements. Additional a-priori information (e.g. the known path and speed of

the targets) has to be used to avoid phase ambiguities and to extend the possible

distance estimation range [184, 185]. This information is application-specific but

achieves an accuracy in the centimetre-order.

A different approach to extend the distance estimation range is the use of addi-

tional reference tags in the localization environment. It uses an estimation of the

distance between the target tag and the reference tags to determine the target

location [186]. However, compared to all other phase-based localization systems,

this technique achieves the lowest localization accuracy (metre-range). Further-

more, it demands a high number of reference tags because the distance between

the target and the reference tags has to be smaller than the system’s wavelength to

avoid phase ambiguities. The proposed use of target arrays consisting of multiple

tags achieves a high localization accuracy but requires complex, cost-intensive and

bulky target devices [187–189].

The measurement of phase-differences for target tag localization is not influenced

by phase ambiguities [190–192]. Existing systems are only used for target distance

estimation (not a full lateration) and achieve an accuracy of 14 cm. They need a

high bandwidth that cannot be realized in the UHF RFID frequency range and the

tag has to remain static during the measurements. Multiple interrogator antennas

as well as time-consuming calibration measurements are required [190].
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2.3.3 Biparameter-Based Passive UHF RFID Localization Systems

In biparameter-based systems, the two signal parameters (power and phase) are

jointly evaluated. In this class of passive UHF RFID localization systems, only

the target tag localization is generally considered. The most probable reason is

the fact that using interrogators as the localization target increases the overall

target size, cost and complexity. In addition, the active interrogator devices need

a constant power-supply and individual targets cannot be identified.

A localization scheme that combines the phase difference measurements with tag

readability has been presented in [40]. A mean localization accuracy of 30 cm has

been achieved, but at the expense of requiring high processing time.

In another scheme, the fusion of separately measured RSS and phase data, using

an artificial neural network, has achieved a mean accuracy of 7 cm but the neural

network needed to be trained with a high number of reference measurements and

the reliability could only be ensured if the localization environment was static [41].

The other two biparameter localization methods are receiver beamforming and

transmitter beamforming. In general, receiver beamforming (or spatial filtering)

is a technique that uses antenna arrays for signal reception and combines the ar-

ray element signals in a way that particular spatial angles experience constructive

interference and other angles destructive interference. In a localization system,

multipath reflections and the direct target tag signal (LOS) arrive at the inter-

rogator antenna at different angles. Thus, the receiver beamforming technique

can be used to amplify the LOS target tag signal while attenuating the reflec-

tion signals thereby mitigating the effects of multipath on localization accuracy.

There are two approaches that have been employed in receiver beamforming: a)

Analogue receiver beamforming, b) Algorithmic beamforming.

In analogue receiver beamforming, the receiver scans the angular range of the

interrogator antenna array and finds the incidence angle of the target tag signal

[193–195].

Algorithmic beamforming facilitates digital receiver beamforming. The main sig-

nal processing algorithm that is used in this method is the Multiple Signal Classi-

fication (MUSIC). By evaluating the received target tag signals from the antenna

array elements, a high resolution angle-of-arrival can be estimated [43, 196–198].

Localization of the target position is realized by angulation using angle-of-arrival

information from multiple interrogators located at different positions. Algorithmic
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receiver beamforming is capable of achieving localization accuracy in the order of

centimetres. Comparing the two approaches, the analogue receiver beamforming

is cost-intensive in terms of receiver design, requires high processing time, has a

limited receiver scanning range and offers low angular resolution. However, de-

spite all its strengths, the performance of algorithmic receiver beamforming is

severely degraded in the presence of multipath [43, 199] and, in addition, it relies

on custom-designed multiple antenna array receivers used at the interrogators.

Transmitter beamforming is a well-established technique that is used in RADAR,

UMTS base stations, and other applications [200, 201]. However, its use in passive

UHF RFID systems has been limited to identification systems only. In princi-

ple, transmitter beamforming is realized by manipulating the directivity (or beam

pattern) of an antenna array, which is achieved by changing the phase and/or

amplitude of the individual array element feeding signals. In passive UHF RFID

applications, the main lobe interrogator transmitter power is directed towards

the tag, which helps to minimize signal reflections [42, 193, 195, 202–212]. This

improves the signal-to-noise ratio (SNR) and hence, enhances the tag readability.

Almost all passive UHF RFID transmitter beamforming systems to date have only

used analogue beamforming.

The principles of digital transmitter beamforming in RADAR applications have

been explained in [213]. In [42] analogue transmitter beamforming has been used

to enhance readability in passive UHF RFID identification systems, however, it

has been suggested that digital transmitter beamforming, in principle, would im-

prove angular resolution but at the expense of design complexity. It could be

argued intuitively that high angular resolution would improve the target tag angle

estimation accuracy in localization systems. This makes the digital transmitter

beamforming a more compelling argument for localization systems.

With regards to the use of transmitter beamforming in passive UHF RFID local-

ization, only one attempt has been made to date. The transmitter beamforming

has been used for tag direction estimation [201]. In this experiment, an accuracy

of 1.6◦ (difference between the estimated tag angle and the actual value) has been

reported.
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2.3.4 Discussion

The above review of the current state of passive UHF RFID localization techniques

suggests that in the power-based category, target interrogator type systems are less

attractive compared with target tag type, due to a number of disadvantages: large

target size is restrictive (e.g. difficult to attach to a person or a small object); the

need for additional devices in order to identify individual targets (implementation

of multiple targets and targets of different types becomes difficult); the need for

a constant power supply; the need for a dedicated local infrastructure of tags and

in some cases development of a references database (high cost operations). The

passive structure of targets in target tag type systems overcomes all the above

constraints. As a result, there seems to be a trend to opt for target tag type

localization systems.

Phase-based localization systems have limited coverage range due to phase ambi-

guities.

Hybrid systems are capable of achieving higher localization accuracies but at the

expense of additional devices that increase the target size, complexity and in-

creased processing time.

Biparameter-based systems generally provide a high accuracy for angle-of-arrival

estimations. Among this class, systems based on receiver beamforming techniques

appear to be more promising, in particular, algorithmic receiver beamforming is

worthy of further investigations.

Analogue transmitter beamforming is an interesting concept and has been used

to improve the tag readability in passive UHF RFID identification systems. A

natural extension of this work would be to investigate possibilities of transmitter

beamforming techniques in passive UHF RFID localization systems.

2.4 Receiver and Transmitter Beamforming

2.4.1 Receiver Beamforming

As algorithmic receiver beamforming techniques seem to have the potential to

outperform all other localization methods used for passive UHF RFID localiza-

tion systems, it is appropriate to look into the principles of algorithmic receiver

beamforming in some detail.



Chapter 2. Related Work 35

In algorithmic receiver beamforming techniques, antenna arrays that consist of

multiple elements with some arbitrary three-dimensional arrangements are gener-

ally employed. In a Uniform Linear Array (ULA), however, the antenna elements

are arranged in a straight line with equal distance between adjacent elements.

The quality of receiver beamforming techniques is measured in terms of angular

resolution, i.e. the ability to distinguish between different signal sources, and

computational complexity.

The principle of receiver beamforming, based on a ULA, is depicted in figure 2.3.

In this two-dimensional formation, the beamforming can only be considered in the

azimuth plane of the antenna array (two- dimensional beamforming).

...
0 1 L-1

Figure 2.3: Receiver beamforming principle

The received signals x0(t), x1(t), ..., xL−1(t) of an L-element ULA are multiplied

with complex weighting factors w0, w1, ..., wL−1 and added together to achieve a

receiver signal y(t) as

y(t) =
L−1∑
l=0

w∗l xl(t), (2.6)

where ∗ denotes the complex conjugate.

The average output power P (w) of the beamformer output signal y(t) over N time

samples of y(t) as a function of the weighting factors wl is given by [214]

P (w) =
1

N

N∑
n=1

|y(nT )|2 , (2.7)

where T is the sampling period. The power, P (w), is maximized, for the desired

signal direction, as a function of the weighting coefficients wl.
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In all cases, these weights include the array steering vector

a(θ) =
[
1 e−jφ e−j2φ ... e−j(L−1)φ

]T
, (2.8)

with φ = 2πs
λ

sin θ which then relates the beamformer output power to the az-

imuth angle θ of the antenna array. The incident angle of the desired signal, θ0,

corresponds to the maximum in P (θ).

There are two existing techniques for receiver beamforming, namely, Classical and

Subspace-Based (also known as the Super-Resolution method) [44].

In the Classical technique, the most prominent approaches are the Conventional

Beamformer and the Minimum Variance Distortionless Response (MVDR).

The Conventional Beamformer (also referred to as Delay-And-Sum method or Bar-

lett method), defines the constraint that |w| = 1, where w is a vector containing

all weighting factors wl [215]. The search for peaks over P (θ) after setting the ap-

propriate weights identifies the direction of the incident signals (beam scanning).

However, the angular resolution of the Conventional Beamformer is limited to

φB = 2π
L

(e.g. φB = 180◦ for a two-element array or φB = 120◦ for a three-element

array), i.e. two signals that incident from a segment smaller than φB cannot be

distinguished [214].

The MVDR method (also known as the Capon Beamformer) defines a linear power

constraint which sets the power incident from the direction of the desired signal to

P (θ0) = 1 [44, 216]. Optimising the weighting coefficients to achieve that is equiv-

alent to minimizing the total received power of all directions but the desired one.

Thus, the average interference is minimized. However, the resolution capability is

still dependent on the array aperture (given by L) and the SNR [214]. Another

disadvantage is that the computation of an inverse matrix is needed which may

become ill-conditioned if the incident signals are highly correlated [44].

In the subspace technique, there are two approaches: a) Multiple Signal Classi-

fication (MUSIC), b) Estimation of Signal Parameter via Rotational Invariance

Techniques (ESPRIT).

Both approaches achieve higher angular resolution than the classical beamforming

techniques. They decompose the observation space into a signal subspace and a

noise subspace and exploit the orthogonality of the two subspaces. In addition,

the specific properties of the received signal covariance matrix are utilized, which

enables them to achieve high angular resolution in P (θ).
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MUSIC derives P (θ) from the noise signal eigenvectors which are calculated from

an estimation of the received signal covariance matrix. Because it involves a

search for peaks over P (θ) that requires various matrix calculations, it has a high

computational complexity. In the presence of correlated interferers (i.e. multipath

reflections), the estimated signal covariance matrix may become ill-conditioned,

which will prevent detection of incident signals [43]. An exemplary calculation of a

covariance matrix for correlated receiver signals is given in appendix A.1. Spatial

smoothing has been proposed to overcome this problem [199]. It divides the array

into smaller subarrays and averages the covariance matrix for each subarray. All

subarray covariance matrices are then used to form a single, spatially smoothed

covariance matrix. Although this technique may improve the performance in the

presence of multipath, it further increases the computational complexity.

The Root MUSIC algorithm is a variation of MUSIC and only applicable to uni-

form linear arrays. It constructs a specific polynomial whose roots correspond to

the maxima in P (θ) [217]. Thus, it avoids the peak search over P (θ) and provides

a direct calculation of the signal incidence angles. As a result, it has much lower

computational complexity and much shorter processing time. Its performance is

asymptotically equal to that of MUSIC but is better than MUSIC if a relatively

smaller number of signal samples for each signal is taken [45].

ESPRIT is very similar to MUSIC because it also involves an eigendecomposition

of the received signal covariance matrix [218]. Based on the rotational invariance

property of the signal space, it is able to directly calculate the incidence angle

of the desired signal. The computational complexity of ESPRIT is lower than

in the MUSIC method because it does not need a search for maxima over P (θ).

However, it still relies on computation of the signal covariance matrix and is thus

prone to correlated source signals. Its performance is almost identical to MUSIC

for unmodulated sine signals and it is less sensitive to noise [219]. All subspace-

based receiver beamforming approaches have the limitation that the number of

source signals M has to be smaller than the number of antenna array elements L

(reflections are included into the M source signals). Increasing L directly leads

to higher computational and system complexity which increases the size of the

hardware devices (i.e. signal processing hardware and antenna array) and cost.

The MUSIC algorithm has been widely used in the existing receiver beamforming

systems. These systems aim to realize three-dimensional localization, which can

only be achieved with MUSIC [220]. The angular accuracy is improved by increas-

ing the number of antenna array elements [43, 197], using arbitrary antenna array
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arrangements (e.g. elements arranged in a circular pattern). Root MUSIC, on

the other hand, can only deal with two-dimensional localization, based on ULAs

which, in turn, only allow a small number of array elements, due to the ULA size

constrain. As a result of these limitations, Root MUSIC has not been used in

any existing localization system. However, despite its limitations, Root MUSIC

has the advantage of low computation and fast response time [44], together with

better performance over a certain range of sampling frequencies [45]. It seems that

these features have never been exploited to date. It would be of interest to in-

vestigate the possible benefits of these features in passive UHF RFID localization

applications.

More detailed mathematical descriptions of all receiver beamforming methods are

given in appendix A.1 and in [44, 200, 214, 219, 221, 222].

2.4.2 Transmitter Beamforming

In principle, the transmitter beamforming is an opposite operation to the conven-

tional receiver beamformer because it requires the generation of weighted antenna

array signals instead of acquiring them. Figure 2.4 shows the principle of a trans-

mitter beamforming system.

...
0 1 L-1

...

Figure 2.4: Transmitter beamforming principle

The transmitter signal x(t) is distributed to the feeding lines of an L-element

antenna array and multiplied with individual complex weight factors wl. At the

antenna array output, the L transmitter signals with different amplitudes and

phases superpose and generate the radiation pattern

B(θ) = e−j(
L−1

2 )φ
L−1∑
l=0

w∗l e
jlφ, with φ =

2πs

λ
sin θ, (2.9)
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where θ is the azimuth angle of the antenna array, λ is the system wavelength

and s is the distance between the antenna array elements. Only in the ‘visible

region’with 0 ≤ θ ≤ π, does B(θ) deliver distinct values. To set a specific beam

pattern, the corresponding weights are calculated by fixing L values of B(θ) and

solving equation (2.9) for w. Thus, the degree of freedom in the manipulation of

the beam pattern is limited by the number of antenna array elements L.

As has been discussed previously, only analogue transmitter beamforming has

been used to date, mainly in passive UHF RFID identification systems. In these

systems, the analogue signals feeding to individual antenna array elements are

generated by various techniques, for example: activation and deactivation of dif-

ferent parasitic elements in the feeding lines of the antenna array allows the

generation of a small number of fixed beam pattern [205]; Phase shifters and

power dividers achieve more degrees of freedom and a higher angular accuracy

[195, 201, 203, 204, 207, 208, 211, 223].

However, despite its ability to achieve high angular accuracy, analogue transmitter

beamforming has three main limitations: the angular range for the main lobe in

the generated beam pattern is restricted to ±30◦; offers low angular resolution of

the order of a few degrees; splitting of the transmitter signal into L branch results

in signal attenuation.

As has been suggested by others (see section 2.3.3) that digital transmitter beam-

forming, in principle, would improve angular resolution, the notion of applying

digital transmitter beamforming to localization systems is certainly intriguing. It

is of great interest to investigate whether all the above limitations of the analogue

beamforming can be removed by digital transmitter beamforming.

The full derivation of the transmitter beamforming theory can be found in [200].

Appendix A.3 gives a detailed mathematical description of transmitter beamform-

ing, using a uniform linear array.
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2.5 Existing Transmission Channel Models for Passive UHF

RFID

In a passive UHF RFID system, communication between an interrogator and target

tag constitutes a bi-directional, short-haul wireless transmission channel. The

signal parameters of interest (e.g. amplitude and phase), in any one direction, can

be evaluated by considering the channel behaviour between the transmitting and

receiving antennas. One of the most important channel parameters is the power

loss incurred during transmission (referred to as the path loss).

From the basic Friis equation, the path loss, Lpath, is given by [30]:

Lpath =

(
λ

4πd

)2

, (2.10)

where λ is the transmission wavelength and d is the distance between the two

antennas.

It is important to note that the above equation is only valid under idealized con-

ditions, i.e. there is no multipath interference, the distance d is much greater than

the wavelength, the antennas are equally aligned with matching polarizations, both

the transmitter and receiver antennas have a unity gain, and the system bandwidth

is narrow enough for a single value for λ to be assumed. As has been discussed

previously, the effects of multipath in indoor passive UHF RFID systems are of

vital importance (precise analysis by solving Maxwell E-M equations is neither

desired nor necessary for localization applications, as localization systems require

simple and fast methods for estimations).

As an alternative to the precise analysis, two general approaches, namely the

statistical approach and the deterministic approach to model and evaluate the

effects of multipath on the system performance can be found in the literature.

The basic statistical model expresses the path loss in terms of proportionality as

a function of distance, d, and is given by [224]:

Lpath ∝ d−α (2.11)

The exponent α is derived from measurements and thus only valid for a specific

set of measurements, scenario and frequency. For example, the following empirical

values for α have been proposed in the literature: α = 3 for a university office room
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at 1.5 GHz [224], α = 1.8 for a building hallway at 910 MHz [225], α = 1.2...2.8

for different factory buildings at 1.3 GHz [47]. More values can be found in [226].

Numerous other statistical channel models, in the literature, have proposed a

variety of different distributions for the signal amplitude based on specific envi-

ronments (e.g. Rician distribution for factories [47, 227] or for university office

rooms [228, 229], Nakagami-m distribution for general indoor environments [230],

or Rayleigh distribution for general indoor environments [231, 232]).

In a more complex approach, the wireless indoor channel is assumed to be a linear

filter with the impulse response h(t) [48]:

h(t) =
N∑
n=1

anδ (t− tn) ejθn , (2.12)

where N is the number of multipath signal components and an, tn, θn are the nth

signal’s random amplitude, arrival time, and phase, respectively. Convolving a

transmitted signal s(t) with h(t) and adding noise n(t) gives the received signal

y(t) =

∫ ∞
−∞

s(t)h(t− τ)dτ + n(t). (2.13)

From the analysis of a high amount of measurement data in two specific office

rooms at a frequency range of 900 MHz to 1 GHz in [233], the following statistical

distributions are proposed for the signal parameters in equation (2.12):

• Gaussian distribution for the number of multipath components N

• Modified Poisson distribution for the signal arrival times tn

• Log-normal distribution for the signal amplitudes an

• For the signal phases θn, no distribution is proposed because the authors are

unable to measure the individual multipath signal phases

From the study of statistical channel models, it can clearly be deduced that they

have four main issues of concern with respect to their application to passive UHF

RFID systems:

1. A large amount of complex and time-consuming measurements are necessary

to derive the required statistical parameters,

2. The derived parameters are only valid for specific environments and specific

frequencies,

3. The choice of statistical distribution is dependent on a given environment,
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4. Statistical models cannot deal with the signal phase information, which is a

very important signal parameter in some localization techniques.

In deterministic approaches, different physical signal propagation paths from the

geometry of the environment are considered and amplitude or power of individual

signals is added at the receiver. This method is also known as ‘ray-tracing’and

was first used in optics.

Thus, the Friis basic equation may be modified to superpose the path loss of N sig-

nals (where N is any natural number). The path loss, Lpath, for the superposition

of the LOS path with N − 1 reflected paths, is then given by:

Lpath =

(
λ

4πd0

)2
∣∣∣∣∣1 +

N∑
n=1

Γn
d0

dn
e−jk(dn−d0)

∣∣∣∣∣
2

, (2.14)

where d0 is the length of the LOS path, dn is the length of the nth reflection path,

Γn is the reflection coefficient for the nth signal path, and k is the wavenumber

with k = 2π
λ

. This model can be extended to include higher-order reflections.

Recalling the attenuation factor, ln, in equation (2.2) (Section 2.3), ln is repre-

sented by Lpath in equation (2.14).

There are several examples of the use of equation (2.14) in the literature. However,

in most cases, only two paths (N = 2), LOS and one reflected signal, have been

considered.

In [50, 234–236], the second signal path is assumed to be the ground reflection

and a wall reflection has been considered in [237]. In [50, 235], the reflection

coefficient Γn is assumed to be real valued and set to -1, which corresponds to a

full reflection of the incidence signal energy with an inverted phase. Other models

calculate a complex reflection coefficient Γn from the dielectric properties of the

reflection surface, the signal incidence angle, and the polarization of the incidence

signal [234, 236, 237]. Some of the models have included antenna polarization, but

only linear polarization states (vertical or horizontal) have been considered. In all

the above examples, the antenna gain (transmitter or receiver) is set to a fixed

maximum value.

A more elaborate approach to deterministically model the wireless channel is called

‘brute-force ray-tracing’ [238]. Instead of deriving the signal path lengths from the

geometry of the environment under test, a very high number of possible signal

paths originating from the transmitter antenna is calculated (e.g. 106 in [239]).
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After considering the interaction (reflection, transmission, or diffraction) of each

possible signal path with any surface in the environment, the signal paths that

intersect with the receiver antenna are superposed to get the overall receiver signal.

Different brute-force ray-tracing models consider different properties of the en-

vironment and the transmitter and receiver structures. Examples are the di-

electrical properties of the reflection surfaces [240], diffraction effects at objects

[49, 240, 241], antenna polarizations [238, 240], or second-order reflections in ad-

dition to first-order reflections [49].

The brute-force ray-tracing approach can produce very close results to that ob-

tained by full-wave analysis (based on Maxwell E-M theory), but requires detailed

specifications and modelling of the environment (e.g. a full three-dimensional

CAD blueprint) and huge computational effort (e.g. 1.5 hours for the calculation

of signal amplitude values for 50 different receiver antenna locations in [49]).

It is possible to use one of the simplified methods: a) by considering a local coordi-

nate system for each surface interaction simplifies the required matrix calculations

for transmission, reflection and diffraction effects [240], b) the use of a geometri-

cal pre-processing phase helps to exclude surface interaction calculations for most

signal paths that do not intersect with the receiver antenna [49]. Both meth-

ods significantly reduce computational times but they are still higher than in the

modified Friis-based model.

The full benefits of brute-force ray-tracing models can only be realized in large

environments with a high number of surfaces that interact with the transmitted

signals (e.g. a large office room full of furniture and other typical objects). This

is not the case in passive UHF RFID system applications, due to the limited

communication range of such systems. Thus, signal paths for individual signals

can easily be determined from the geometry of the environment in question.

Furthermore, it may be necessary to use several interrogators in an identification or

localization system and there may be multiple locations for tags. This formation

leads to a large number of transmitter-receiver-constellations and hence a large

number of signal calculations.

From the above review, it can be deduced that, although brute-force ray-tracing

can provide very accurate results, it is not a practical solution for passive UHF

RFID identification and/or localization systems for the reasons already given (sim-

ple and faster operations are needed).
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Reverting to the models, based on equation (2.14), it is noted that all the models

discussed above [50, 234–237] consider the wireless transmission channel, with no

or little regard to the channel interfaces (receiver and transmitter antennas). A

few have considered the channel interface effects in a limited way e.g. considering

linear polarization for the antennas. However, there is sufficient evidence in the

literature to suggest that more parameters associated with the channel interfaces

should be included to build a more realistic picture.

For example, a three-dimensional gain pattern with individual gains for each signal

path and the antenna impedance mismatch at the interrogator and tag have been

considered in [242], all possible states of antenna polarizations, antenna orientation

and polarization mismatch loss have been suggested to be important parameters

[243].

After having reviewed the existing approaches, it seems that in order to construct a

more realistic channel model that mimics closely to the real-world situations, with

simplicity and fast response, it is sensible to consider equation (2.14) and assume

a suitable number (N) of first-order signal paths with the provision of including

second-order paths and the received signals phase information, in conjunction with

a complex reflection coefficient and all the channel interface related parameters.

2.6 Summary

Numerous existing localization techniques, based on a variety of technologies, have

been reviewed. It is emphasized that passive UHF RFID based localization meth-

ods are of particular interest for indoors localization applications. The concept,

operational principles and different methods of realization of passive UHF RFID lo-

calization have been explained. The receiver beamforming and transmitter beam-

forming have been identified to be the most promising techniques to realize passive

UHF RFID localization systems that provide sufficient accuracy in typical appli-

cations. The existing receiver beamforming approaches employ both analogue

and digital techniques; however, digital receiver beamforming offers much higher

localization accuracy. MUSIC is the most commonly used algorithm for digital

beamforming techniques. A variation of MUSIC, called Root MUSIC, has the ad-

vantage of much reduced processing time compared with MUSIC, but has not been

employed in localization application to date. Analogue transmitter beamforming

has been used in identification systems but has not been employed in localization

systems. Further, it has been suggested in the literature that digital transmitter
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beamforming, in principle, would provide higher angular resolution (hence higher

accuracy) but, due to implementation complexities, digital transmitter beamform-

ing has not been considered, to date, for passive UHF RFID applications.

Despite their advantageous features, all passive UHF RFID indoors systems suffer

from multipath reflection problems. Therefore an accurate transmission channel

model is essential for an accurate estimation of the channel behaviour to multi-

path signals. A study of various existing channel models for passive UHF RFID

applications has been carried out and it has been concluded that the modified Friis

channel model, with a suitable number (N) of first order signal paths, the provision

of including second order paths and the received signals phase information, in con-

junction with a complex reflection coefficient and all the channel interface related

parameters, would be an appropriate choice for passive UHF RFID localization

systems.



Chapter 3

Enhancement of the Transmission

Channel Model

The study of existing channel models in chapter 2 led to the belief that the modified

Friis channel model with further enhancements would be an appropriate channel

model for passive UHF RFID localization system performance estimations.

A number of existing models, based on the modified Friis channel model [50, 234–

237] are simulated and their performance compared. The simulation environment

is based on a physical setup. The simulated results are also compared with actual

measurements carried out using the same physical set up.

Further channel parameters (channel interface related as pointed out in section 2.5

of chapter 2) are included in the modified Friis channel model. Each additional

parameter is included one by one in the simulation process and at each step, the

improvement of the signal power estimation observed. The ultimate aim is that by

including all the channel interface related parameters and signal phase information

in the modified Friis channel model, a general channel model may be derived that

gives a close estimation of the real-world situations and may also be used for

any given localization environment (i.e. not dedicated to a specific localization

environment).

It is verified by the simulation results that the enhanced Friis channel model can

be regarded as the general channel model for received signal power and phase

estimations in passive UHF RFID localization systems. This approach has the

advantage of simplicity and low computational time.

46
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Finally, the general channel model is used to predict the tag readability in a

simulated localization environment (based on a physical setup). The simulated

results are found to be in close agreement with the physically measured results.

3.1 Verification of Existing Channel Models

In order to identify a suitable existing channel model that can be used as the

basis for an enhanced channel model, simulations of the received signal power in

a typical application scenario are conducted.

In the previous chapter, the path loss, Lpath, was introduced (section 2.5) which

describes the signal distribution between the interrogator antenna and the tag

antenna. However, the channel interface (i.e. the antennas) introduces additional

gains and losses at the interrogator, Gint and Lint, and at the tag, Ltag and Gtag,

which influence the transmitted signal power (the interrogator transmitter power,

PTx,int, in the downlink and tag backscatter power, PTx,tag, in the uplink). Thus, a

general form of the channel model equation for the received signal power, PRx,tag,

at the tag in the downlink is

PRx,tag = PTx,int ·Gint · Lint · Lpath ·Gtag · Ltag (3.1)

and for the received signal power, PRx,int, at the interrogator in the uplink,

PRx,int = PTx,tag ·Gint · Lint · Lpath ·Gtag · Ltag. (3.2)

The simulations in this section are limited to existing transmission channel models

which provide full equations for PRx,tag (table 3.1). All existing models consider

only the downlink.

Table 3.1: Subset of existing transmission channel models for simulation

Authors Signal Paths Antenna Gains
Antenna

Polarizations
Reflection

Coefficients
Ref.

Tam and Tran
2 (LOS, Floor

Reflection)
Fixed Max. Gain Linear Complex [234]

Marrocco et al.
2 (LOS, Wall
Reflection)

Fixed Max. Gain Linear Complex [237]

Kvaksrud
2 (LOS, Floor

Reflection)
Fixed Max. Gain Linear Complex [236]

Nikitin et al.
2 (LOS, Floor

Reflection)
Fixed Max. Gain Not Included Fixed (-1) [50]

Banerjee et al.
2 (LOS, Floor

Reflection)
Fixed Max. Gain Not Included Fixed (-1) [235]
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The corresponding model equations are

1. The Model by Tam and Tran:

ERx,tag =
1

d
ETx,inte

−jkd + Γ
1

d1

ETx,inte
−jkd1 , (3.3)

with

ERx,tag: Received electrical field strength at the tag location

ETx,int: Transmitted electrical field strength of the interrogator

d: Distance between the interrogator and the tag

d1: Length of the floor reflection path

Γ: Complex reflection coefficient

k = 2π
λ

The received electrical field strength, ERx,tag, is converted to received signal

power, PRx,tag, using

PRx,tag = GintGtag
λ2

4π

∣∣∣∣E2
Rx,tag

Z0

∣∣∣∣ , (3.4)

where Z0 is the intrinsic impedance of the transmission medium (e.g. Z0 =

377 Ω for air), Gint is the antenna gain of the interrogator and Gtag is the

gain of the tag antenna.

2. The Model by Marrocco et al.:

PRx,tag = PTx,intGintGtag

∣∣∣∣1de−jkr + Γ
1

d1

e−jkd1

∣∣∣∣ (3.5)

Here, d1 is the length of the reflection path from the wall behind the tag. In

all other models, d1 is the length of the ground reflection path.

3. The Model by Kvaksrud:

PRx,tag = PTx,intGintGtag

(
λ

4π

)2 [
1

d2
+

1

d2
1

sign(Γ)|Γ| cos [(d− d1) k]

]
(3.6)

4. The Model by Nikitin et al.:

PRx,tag = PTx,intGintGtag

(
λ

4πd

)2 ∣∣∣∣1− d

d1

e−jk(d1−d)

∣∣∣∣2 (3.7)
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5. The Model by Banerjee et al.:

PRx,tag = PTx,intGintGtag

(
λ

4π

)2 ∣∣∣∣1d − 1

d1

ejk(d1−d)

∣∣∣∣2 (3.8)

All models include two signal paths (LOS and floor reflection in all models except

Marrocco et al. who use a wall reflection) and the antenna gains are assumed

as the maximum available gain. Nikitin et al. as well as Banerjee et al. do not

include antenna polarizations and use a fixed reflection coefficient for the floor of

Γ = −1. Tam and Tran, Marrocco et al. as well as Kvaksrud calculate a complex

reflection coefficient based on the material properties of the reflection surface. For

a valid comparison of the following RSS simulations, the non-matching properties

of all models are equalized to: two signal paths (LOS, floor reflection), complex

reflection coefficients and linear antenna polarizations.

In a typical application scenario, the passive UHF RFID system is placed into an

office room of size 7.25 m × 2.30 m × 3.00 m (figure 3.1). The floor, the ceiling and

wall2 are made of concrete. Wall3 consists of glass windows and all other reflection

surfaces are made of gypsum board (wall1 and wall4 ). A sinusoidal signal (fre-

quency f = 867.1 MHz, transmitter power PTx,int = 24.5 dBm) is transmitted from

a vertically polarized interrogator patch antenna (maximum gain Gant,int = 7 dBi)

to a vertically polarized tag dipole antenna (maximum gain Gant,tag = 2.1 dBi).

The coordinates (x, y, z) of the antennas are chosen as (1.15, 0.85, 1.50) m for the

interrogator and (1.15, ytag, 1.50) m for the tag. By moving the tag on a straight

line from its initial position in y-direction, ytag is varied from 1.45 m to 6.15 m

(d = 0.60 m...5.30 m). All properties of the application scenario (geometric rela-

tions, antenna gains, antenna polarizations, material properties of the reflection

surfaces) and the existing transmission channel models are used to simulate the

RSS development, P (d) (figure 3.2).
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Figure 3.1: Setup for the received signal power simulation (top view)
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Figure 3.2: Simulation of the received signal power using
existing transmission channel models

All simulated P (d) characteristics show local maxima and minima (signal fading)

at the same distances d but with different amplitudes. The models by Tam, Mar-

rocco, Nikitin and Banerjee produce identical simulation results. After converting

the model equations, it becomes obvious that they are also identical for this case.

In the following, they are denoted by the single term ‘modified Friis model’. The

reason for the lower fading amplitudes in the model by Kvaksrud is a transfor-

mation of the complex reflection coefficient to a real valued number by taking its

absolute value.

For comparison of the simulated RSS development with measured RSS values, a

novel testbench is designed that automatically records P (d) in a real-world sce-

nario. A detailed description of the measurement setup and process is given in

appendix B.1. In principle, a signal generator feeds the sinusoidal transmitter sig-

nal into a vertically polarized interrogator patch antenna. The dipole tag antenna

is connected to a spectrum analyzer that records P (d) while the tag is moved away

from the interrogator antenna.

The comparison of the measured RSS values with a simulation of the modified

Friis model (figure 3.3) shows that the model only gives a coarse approximation of

the measured P (d) development and is not able to predict the small local minima

and maxima. The reason is an imprecise consideration of the channel interface
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parameters (i.e. the antenna parameters) and the characteristics of the environ-

ment.

Therefore, the objective is to enhance the modified Friis model in a way that it

matches the real-world RSS values as close as possible.
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Figure 3.3: Comparison of RSS measurement and modified Friis model simulation

3.2 Enhancement of the Modified Friis Model

3.2.1 Number of Signal Paths

The number of signal paths considered in the modified Friis model is limited to

N = 2 (LOS and floor reflection). However, in reality, reflections of multiple orders

are existent. Table 3.2 lists the path lengths, dn, and the received signal power

levels, Pn, of the first- and second-order reflection paths at the receiver antenna

in the previously introduced application scenario. As a simplification, a mean re-

flection coefficient for concrete of Γ = 0.5 is assumed. The received signal power

levels, Pn, for the first-order reflections lie in a close range to the power of the LOS

path, P1. Especially the floor and the ceiling reflections contribute a high power

to the overall receiver signal that is only 2.7 dB lower than P1. Thus, all first-order

reflections must be considered in the enhanced channel model. From the second-

order reflections, the ceiling and floor reflections deliver the highest signal powers
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which are 13.7 dB lower than P1. Due to the low influence of second-order reflec-

tions on the overall receiver signal and the complex signal path calculations, the

second-order reflections are not considered in the enhanced transmission channel

model.

Table 3.2: Path lengths and received signal powers for
first- and second-order reflections

First-Order Reflections Second-Order Reflections
Path

dn [m] Pn [dBm] dn [m] Pn [dBm]

LOS 5.0 -34.3 - -

wall1 Reflection 9.0 -44.5 15.0 -59.4

wall2 Reflection 7.1 -40.3 11.2 -54.3

wall3 Reflection 11.0 -48.0 25.0 -68.3

wall4 Reflection 7.1 -40.3 11.2 -54.3

Ceiling Reflection 5.8 -37.0 7.8 -48.0

Floor Reflection 5.8 -37.0 7.8 -48.0

For the N = 7 signal paths (LOS and six first-order reflections), the basic model

equation (3.7) is modified to

PRx,tag = PTx,intGant,intGant,tag

(
λ

4πd1

)2
∣∣∣∣∣

7∑
n=1

Γn
d1

dn
e−jk(dn−d1)

∣∣∣∣∣
2

, (3.9)

where Γn is the complex reflection coefficient of the nth signal path and dn is the

length of the nth signal path.

3.2.2 Complex Reflection Coefficients

For each of the n = 1...7 signal paths in the modified model equation (3.7), a

complex reflection coefficient Γn has to be considered individually, depending on

the material of the reflection surface. Since the LOS path (n = 1) is not reflected,

Γ1 = 1. The other Γn are derived as follows.

Observing the occurrence of a reflection, the incoming signal that travelled through

a medium with the permeability µ1 and the permittivity ε1 reaches the surface of

another medium with the permeability µ2 and the permittivity ε2. The incidence

angle of the incoming signal with respect to the normal of the surface is θi. One

part of the signal energy is reflected by the surface and the other part is trans-

mitted through the material behind the surface. The reflection angle is θr and the

transmission angle is θt. The three angles are connected to each other as follows:

θi = θr (3.10)
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n1 sin θi = n2 sin θt, (3.11)

where n1 =
√
ε1µ1 and n2 =

√
ε2µ2 are the refractive indexes of the two materials.

The complex reflection coefficient Γn that specifies the part of energy of the in-

coming signal which is reflected from the surface can be derived from the Fresnel

Equations [244]:

Γ⊥ =
n2 cos θi − n1 cos θt
n2 cos θi + n1 cos θt

(3.12)

Γ‖ =
n2 cos θt − n1 cos θi
n2 cos θt + n1 cos θi

(3.13)

Γ‖ denotes the reflection coefficient for parallel incidence of a signal’s electric field

vector on a surface (e.g. horizontally polarized signal impinges on a wall) and Γ⊥

for a perpendicular incidence (e.g. vertically polarized signal impinges on a wall).

For the typical application scenarios of passive UHF RFID systems, equations

(3.11), (3.12) and (3.13) can be simplified. The reflected signal has travelled

through the medium air with ε1 ≈ 1. The material of the reflection surface and

the medium air are both non-magnetic with µ1 ≈ 1 and µ2 ≈ 1. With n1 = 1 and

n2 =
√
ε2, equations (3.11), (3.12) and (3.13) can be rewritten as:

n1 sin θi = n2 sin θt ⇒ sin θi =
√
ε2 sin θt (3.14)

Γ⊥ =
ε2 sin θi −

√
ε2 − cos2 θi

ε2 sin θi +
√
ε2 − cos2 θi

(3.15)

Γ‖ =
sin θi −

√
ε2 − cos2 θi

sin θi +
√
ε2 − cos2 θi

(3.16)

The complex permittivity ε2 of the reflection surface material can be expressed as

ε2 = ε′ + j
σ

ω
, with ω = 2πf, (3.17)

where σ is the material conductivity, j =
√
−1, ε′ = Re {ε2}.

The consideration of individual complex reflection coefficients for each first-order

reflection in an enhanced transmission channel model mimics the small local max-

ima and minima in the P (d) measurement but with a much higher amplitude in

most cases (figure 3.4). The reason is that the power levels of the reflection paths

are estimated too high and thus their influence on the overall receiver signal is
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estimated too high. Most probably, this is caused by the assumption that all sig-

nal paths experience the same, maximum antenna gain at the transmitter and the

receiver.
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Figure 3.4: Comparison of RSS measurement and enhanced transmission channel
model (N = 7 signal paths)

Up to this point, each surface of the environment is assumed as homogeneous with

respect to the material properties. Thus, the calculation of the reflection coeffi-

cients for all reflections at one surface is based on the same complex permittivity.

In reality, walls have built-in windows, doors, metal structures or other areas

which are constructed from different materials. However, the preparation of the

simulation with detailed wall structures would demand a very complex and time-

consuming mapping of the environment. Thus, these structures are not considered

in the enhanced transmission channel model.

3.2.3 Three-Dimensional Antenna Gain Pattern

Figure 3.5 depicts polar plots of a representative gain pattern (azimuth and el-

evation plane) for a typical patch antenna and four reflection signal paths that

leave the antenna in ±30◦ elevation and azimuth angles. The maximum antenna

gain (Gmax = 8.5 dBi) is only available for the zero degree azimuth and elevation

angles whereas the reflection signal paths experience a much lower gain.
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As a conclusion, three-dimensional gain patterns have to be considered for the

interrogator antenna,

Gant,int = Gant,int (θn, φn) , (3.18)

and for the tag antenna,

Gant,tag = Gant,tag (θn, φn) , (3.19)

where θn is the azimuth angle and φn is the elevation angle of the nth signal path

with respect to the normal of the antenna.
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Figure 3.5: Antenna gain pattern (solid lines) and exemplary signal paths (dashed
lines): (b) Azimuth plane of the antenna (b) Elevation plane of the antenna

Considering the tag and interrogator antenna gain pattern, the enhanced model

equation (3.9) is modified to

PRx,tag = PTx,int

(
λ

4πd1

)2
∣∣∣∣∣

7∑
n=1

√
Gant,int (θn, φn)Gant,tag (θn, φn)Γn

d1

dn
e−jk(dn−d1)

∣∣∣∣∣
2

(3.20)
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In the simulation of the enhanced model equation (3.20) (figure 3.6), the fading am-

plitudes fit the measurement results much better in several ranges of d. However,

the locations of the maxima and minima in the simulation are spatially shifted

with respect to the measurement in most cases. In the ranges 2.5 m < d < 3.0 m

and 3.5 m < d < 4.2 m, also the simulated P (d) amplitudes show a high devia-

tion from the measurement. The spatial shift of the P (d) development over d is

most probably caused by inaccurate phase calculations. Thus, in order to further

enhance the transmission channel model, the phase patterns of the antennas have

to be considered.
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Figure 3.6: Comparison of RSS measurement and enhanced transmission channel
model (N = 7 signal paths, three-dimensional antenna gain pattern)

3.2.4 Three-Dimensional Antenna Phase Pattern

Every antenna has a certain three-dimensional phase pattern (similar to the gain

pattern) that depends on the antenna geometry and construction. Each of the

N signal paths experiences a certain phase shift at the interrogator antenna,

∆ϕint (θn, φn), and at the tag antenna, ∆ϕtag (θn, φn), depending on the path angle

with respect to the antenna.
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As a consequence, the channel model equation (3.20) is further modified to consider

the antenna phase pattern:

PRx,tag = PTx,int

(
λ

4πd1

)2
∣∣∣∣∣

7∑
n=1

√
Gant,int (θn, φn)Gant,tag (θn, φn) · Γn·

d1

dn
e−j(k(dn−d1)+∆ϕint(θn,φn)+∆ϕtag(θn,φn))

∣∣∣∣2 (3.21)

The simulation of the enhanced channel model equation (3.21) shows a close match

of the positions and amplitudes of the local maxima and minima with the P (d)

measurement (figure 3.7).
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Figure 3.7: Comparison of RSS measurement and enhanced transmission channel
model (N = 7 signal paths, three-dimensional antenna gain and phase pattern)

For the limited application scenario that was considered up to this point, the

enhanced transmission channel model delivers a very close approximation of the

real-world situation. However, for a simulation of the signal parameters in local-

ization systems, some further enhancements and generalizations are required.
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3.3 Enhancement of the Modified Friis-Model for Local-

ization Systems

3.3.1 Circular Polarization

For the typical application scenario in this section, a very basic system setup

with linearly polarized antennas is assumed. However, in most cases, commercial

passive UHF RFID systems use circularly polarized antennas for the interrogator.

The electric field vector of a circularly polarized transmitter signal rotates around

the axis of the propagation direction which changes the reflection coefficient of a

surface to [245]

ΓC =
Γ‖ + Γ⊥

2
, (3.22)

where Γ‖ and Γ⊥ are the reflection coefficients for the linear polarizations (see

equations (3.12) and (3.13)).

3.3.2 Polarization Mismatch Loss

The enhanced transmission channel model assumes matching polarizations of the

interrogator and tag antennas. However, in reality, this is difficult to achieve. In

typical application scenarios for passive UHF RFID systems, the orientation of the

tags is random and non-predictable. In addition, typical RFID systems use cir-

cularly polarized patch antennas for the interrogator and linearly polarized dipole

antennas for the tag. Thus, a polarization loss factor Lpol has to be considered for

non-matching polarizations in the transmission channel model equation (3.21).

For two linearly polarized antennas [246],

Lpol = cos2 ϑ, (3.23)

where ϑ is the rotation angle between the antennas.

A circularly polarized signal, in principle, consists of two orthogonal, linear electri-

cal field components. In a combination of a linear antenna with a circular antenna,

the linear antenna is only able to receive one of the two components which leads

to Lpol = 0.5.
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If two circularly polarized antennas are used, the polarization mismatch loss de-

pends on the axial ratio R of the antennas and is given by [246]:

Lpol =
1

2
+

4RsRr + (R2
s − 1) · (R2

r − 1) · cos 2∆ξ

2 · (R2
s + 1) · (R2

r + 1)
, (3.24)

where Rs is the axial ratio of the received signal, Rr is the axial ratio of the

receiver antenna and ∆ξ is the relative tilt angle between the major axes of the

polarization ellipses of the signal and the receiver antenna.

3.3.3 Antenna Orientation

In the application example that is used for the model simulations and the mea-

surements, the tag antenna and the interrogator are positioned on a straight line

and are facing each other. However, in a practical passive UHF RFID system in-

stallation, both antennas have arbitrary coordinates (x, y, z) as well as arbitrary,

three-dimensional orientations, θant,int, φant,int, and θant,tag, φant,tag. As an example,

figure 3.8 (top) depicts a three-dimensional system setup that corresponds to the

basic application scenario, but the positions and orientations of the interrogator

and the tag are changed. The side view drawing in figure 3.8 (center) and the top

view drawing in figure 3.8 (bottom) show the setup and all first-order reflection

paths.

As described before, each of the n = 1...N signal paths leaves the interrogator

antenna and reaches the tag antenna in certain spatial angles, θpath,int,n, φpath,int,n

and θpath,tag,n, φpath,tag,n. This observation is considered in the enhanced transmis-

sion channel model by introducing the three-dimensional antenna gain and phase

patterns. However, the definitions of the used path angles θn and φn have to be

adapted to include the antenna orientations. For the interrogator, it holds

θn = θpath,int,n + θant,int and φn = φpath,int,n + φant,int, (3.25)

and for the tag,

θn = θpath,tag,n + θant,tag and φn = φpath,tag,n + φant,tag. (3.26)
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Figure 3.8: Signal paths in an UHF RFID system setup with arbitrary antenna
orientations: (a) Three-dimensional view (b) Side View (c) Top view
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3.3.4 Downlink Channel Model

Up to this point, only the downlink was considered in the enhanced transmission

channel model. However, the model equation (3.21) can also be used for the uplink

if the used backscatter principle is considered. Since the tag is not able to reflect

the whole amount of signal power, PRx,tag, it receives from the interrogator, a

backscatter loss, LBS, is introduced which is calculated as follows.

If PRx,tag is less than or equal to the tag sensitivity (typ. -17 dBm), the backscatter

loss is fixed with a value of LBS = 0.1 (-10 dB). For received signal powers that are

greater than the tag sensitivity, LBS increases linearly with PRx,tag (1 dB increase

of LBS per 1 dB increase of PRx,tag [190]).

Considering that, the enhanced model equation for the uplink becomes

PRx,int = PTx,tag

(
λ

4πd1

)2

·

∣∣∣∣∣
7∑

n=1

√
Gant,int (θn, φn)Gant,tag (θn, φn) · Γn· (3.27)

d1

dn
e−j(k(dn−d1)+∆ϕint(θn,φn)+∆ϕtag(θn,φn))

∣∣∣∣2 ,
with

PTx,tag = PRx,tag · LBS (PRx,tag) (3.28)

3.3.5 Received Signal Phase

The simulation of all biparameter-based localization approaches (e.g. receiver or

transmitter beamforming) requires an estimation of the signal phase in addition

to the signal power.

In a free-space environment, the phase ϕFS,tag of the received signal at the tag

antenna is proportional to the interrogator-to-tag distance d1:

ϕFS,tag = kd1 + ϕ0, with k =
2πf

c
(3.29)

Without loss of generality, the initial phase is assumed as ϕ0 = 0◦.

Similarly to equation 3.21, an enhanced transmission channel model equation is

introduced for the received signal phase at the tag in the downlink, ϕRx,tag, con-

sidering a superposition of N = 7 signal paths as
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ϕRx,tag = arg

[(
7∑

n=1

√
Gant,int (θn, φn)Gant,tag (θn, φn) · Γn·

d1

dn
e−j(k(dn−d1)+∆ϕint(θn,φn)+∆ϕtag(θn,φn))

)2
]
, (3.30)

where arg() denotes the argument of a complex number.

The received signal phase, ϕRx,int, at the interrogator in the uplink is

ϕRx,int = ϕTx,tag + arg

[(
7∑

n=1

√
Gant,int (θn, φn)Gant,tag (θn, φn) · Γn·

d1

dn
e−j(k(dn−d1)+∆ϕint(θn,φn)+∆ϕtag(θn,φn))

)2
]
, (3.31)

where ϕTx,tag is the initial transmitter (backscatter) phase of the tag which can be

calculated using equation (3.30).

The comparison of the multipath phase development (equation (3.30)) in the down-

link of the application scenario with the free-space phase development (equation

(3.29)) shows that multipath significantly degrades the received signal phase (fig-

ure 3.9).
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Figure 3.9: Phase simulation in the application scenario (free-space and multipath)
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3.4 Development of a Simulation Environment

A simulation environment is developed using the software Matlab which imple-

ments the equations of the enhanced transmission channel model. In order to

enable simulation capabilities for arbitrary localization environments and to pro-

vide a high ease of use, the full three-dimensional system setup and the geometry

of the surrounding environment is specified in a specially designed Microsoft Excel

configuration file. An example file is given in appendix B.2.

Based on the data included in the configuration file, the simulation environment

calculates all parameters (e.g. path lengths or complex reflection coefficients)

which are needed for the estimation of the received signal power and phase in the

specified scenario. For the reflection surfaces, six different materials can be chosen

independently (see appendix B.3).

Any type of antenna can be used for the interrogator and the tag because the

simulation environment provides a data import of measured or simulated antenna

gain and phase pattern as well as the consideration of the three different antenna

polarizations.

For an easy interpretable representation of the simulation results (estimated signal

power and phase data), the simulation environment is able to generate various

plots (one-, two- and three-dimensional). As an example, figure 3.10 shows a two-

dimensional power and a phase simulation for the downlink of the basic application

scenario from the previous sections. In addition, a three-dimensional drawing of

the simulation scenario can be generated which displays all reflection paths and

the coordinates of the surface reflection points. Further examples of generated

plots and drawings are provided in appendix B.4.

The calculation of one signal amplitude or phase value in the up- or downlink takes

around 20 ms on standard PC hardware. The full two-dimensional simulation

(amplitudes or phases as in figure 3.10) of the measurement setup that consists of

M = 231 × 686 = 158.466 calculation points arranged in a 0.01 m × 0.01 m grid

takes approximately 50 minutes to execute.
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Figure 3.10: Two-dimensional RSS simulation (A) and phase simulation (B) of the
application scenario

3.5 Tag Readability Estimation

Usually, the basic Friis Transmission Equation is used to calculate the maximum

read range of a tag in a certain passive UHF RFID system setup [242, 247, 248].

It is assumed that such systems are always downlink limited, i.e. if the received

signal power at the tag in the downlink is high enough to activate the tag, the

received signal power at the interrogator will exceed the interrogator sensitivity.

Since the Friis equation does not consider multipath, it only allows an estimation

of the maximum read range but not an estimation of spatially limited no-read

zones.
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For simulations and measurements of the tag readability, a 0.3 m × 0.3 m grid of

tag positions is placed into three different scenarios:

• An office room of size 7.25 m × 2.30 m × 3.00 m with a line-of-sight between

all tag positions and the interrogator antenna (LOS1 scenario)

• An office room of size 7.25 m × 2.30 m × 3.00 m with no line-of-sight for

several tag positions (NLOS scenario)

• A seminar room of size 7.10 m × 4.70 m × 3.00 m with a line-of-sight for all

tag positions (LOS2 scenario)

A detailed description of the setup and the procedures as well as detailed mea-

surement and simulation results are given in appendix B.5.

Table 3.3 summarizes the results of the tag read region simulations. The readabil-

ity of tags located at 87% of the measurement points is simulated correctly. From

the wrongly estimated 13% of the tag measurement points, only 8% are simulated

as readable but are not readable in the measurement. This verifies the reliability

of the simulation framework and the enhanced transmission channel model.

From the simulation results in appendix B.5, it can also be concluded that the

estimation of the tag readability cannot be based on the downlink alone. Different

no-read zones can be found in both links that have to be combined to make a

general prediction of the tag readability.

Table 3.3: Results of readability simulations based on the enhanced transmission
channel model

Scenario
Measurement

Points
Simulation

Correct
Simulation
Incorrect

False No-Read
in Simulation

False Read
in Simulation

LOS 1 133 116 (87%) 17 (13%) 9 (7%) 8 (6%)

LOS 2 266 228 (86%) 38 (14%) 6 (2%) 32 (12%)

NLOS 130 114 (88%) 16 (12%) 10 (8%) 6 (4%)

SUM 529 458 (87%) 71 (13%) 25 (5%) 46 (8%)
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3.6 Summary

On the basis of a modified Friis model, an enhanced transmission channel model

for passive UHF RFID localization systems has been developed.

The enhanced model equation includes several characteristics of the channel and

the channel interface of the interrogator and the tag which allows an accurate

estimation of received signal power in both links of a passive UHF RFID local-

ization system: a superposition of the LOS and all first-order reflections, three-

dimensional gain and phase patterns of the antennas (individually for each signal

path), different antenna polarizations, antenna orientations, complex reflection co-

efficients of the reflection surfaces (individually for each surface) and the antenna

polarization loss.

Simulations of a typical localization scenario have been used to demonstrate the

improvements of every extension of the channel model equation.

An additional channel model equation for the received signal phase was presented

which considers the same characteristics as the received signal power equation.

The final channel model equations have been used to implement a new simulation

environment which is flexible, easy-to-use, easy-to-setup and achieves low com-

puting times (e.g. 50 minutes for the full, high-resolution simulation of a typical

application scenario).

The high reliability (87%) of tag readability simulations has verified the estimation

accuracy of the enhanced transmission channel model. In addition, the general

assumption that the tag readability in passive UHF RFID systems only downlink

limited [247] was proven wrong.

Various simulations have confirmed that multipath highly deteriorates any sig-

nal parameter measurement in passive UHF RFID localization system. It thus

necessary to investigate techniques for a reduction of multipath effects. The new

simulation framework is the ideal tool for an efficient analysis of these techniques.



Chapter 4

Minimization of the Effects of

Multipath

In chapter 3, an enhanced Friis-based channel model was derived, and it was

concluded that the enhanced model that included multiple signal paths (reflected

signals) and all channel interface parameters, could be regarded as the general

channel model for received signal power and phase estimations in passive UHF

RFID localization systems. Based on the general channel model, the influence of

multipath interference on the received signal power and phase was investigated by

simulation. In this chapter, three solutions are proposed to minimize the effects

of multipath interference: a) by varying the channel interface parameters, b) by

applying diversity techniques, c) by the installation of UHF absorbers. Each of

the three solutions is explained, modelled and simulated. The simulation results

are presented which demonstrate the benefits of the proposed solutions.

67
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4.1 Minimization of Multipath Interference

Since the characteristics of the localization environment (e.g. physical dimensions

and surface materials etc.) define the wireless channel in the space between the

interrogator antenna and the tag antenna, only the channel interface parameters

can be modified to alter the behaviour of the channel and, hence the effects of

multipath signals. These parameters are included in the enhanced transmission

channel model (chapter 3). For convenience, the equations for the received tag

signal power, PRx,int, and the receive tag signal phase, ϕRx,int, in the uplink are

reproduced here (equations (4.1) and (4.2)):

PRx,int = PTx,tag

(
λ

4πd1

)2

·

∣∣∣∣∣
7∑

n=1

√
Gant,int (θn, φn)Gant,tag (θn, φn) · Γn· (4.1)

d1

dn
e−j(k(dn−d1)+∆ϕint(θn,φn)+∆ϕtag(θn,φn))

∣∣∣∣2

ϕRx,int = ϕTx,tag + arg

[(
7∑

n=1

√
Gant,int (θn, φn)Gant,tag (θn, φn) · Γn·

d1

dn
e−j(k(dn−d1)+∆ϕint(θn,φn)+∆ϕtag(θn,φn))

)2
]

(4.2)

Since the two links in a passive UHF RFID system are reciprocal, only the uplink

(tag → interrogator) is considered. In addition to that, all signal measurements

in a target tag localization system are conducted at the interrogator in the uplink.

As can be seen from equation (4.2), the received signal phase in the uplink, ϕRx,int is

a superposition of the phases of the single signal paths weighted with their relative

signal power. Because a reduction of the influence of multipath has the same effect

on ϕRx,int as on PRx,int, the analyses in this chapter focus on the received signal

power, PRx,int, where multipath leads to constructive and destructive interference

(power fading).
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4.1.1 The Channel Interface Parameters

According to equation (4.1), the following parameters of the channel interface can

be manipulated: a) the gain pattern of the interrogator antenna (Gant,int (θn, φn))

and the tag antenna (Gant,tag (θn, φn)) which are defined by the antenna type and

the antenna orientation (chapter 3), b) the complex reflection coefficients of the

signal paths (Γn) which are defined, amongst others (e.g. the signal incidence

angle), by the polarization of the tag antenna in the uplink.

A manipulation of the antenna phase pattern, ∆ϕint (θn, φn) and ∆ϕtag (θn, φn), is

not feasible because it depends on the unique physical properties and construction

of the antenna is not easily predictable.

The tag transmitter power, PTx,tag, and the tag transmitter phase, ϕTx,tag, in the

uplink are defined by the received signal power and the received signal phase at the

tag in the downlink. They can only be manipulated by changing the interrogator

transmitter power and phase. However, a change of the tag transmitter power only

causes an equal change of the signal power of all signal paths. The same holds

for a phase variation where the phase change of the tag transmitter signal equally

effects all signal paths. In essence, this leads to a changed signal power and/or

phase of the overall interrogator receiver signal and does not change the effects

of multipath. Thus, without loss of generality, a fixed tag transmitter power,

PTx,tag, and a fixed initial tag transmitter phase of ϕTx,tag = 0◦ are assumed for

the following analyses.

4.1.1.1 Antenna Type

The type of the interrogator antenna and the tag antenna directly influences the

corresponding gain pattern and thus the individual path gains, Gant,int (θn, φn) and

Gant,tag (θn, φn), in equation (4.1).

Two different antenna types, in general, can be differentiated: non-directional1 and

directional antennas. If non-directional antennas are used (Gant (θn, φn) = Gn =

const.), the LOS path as well as the reflection paths experience the same gain at

the tag and at the interrogator. Thus, the influence of reflections on the overall

interrogator receiver signal is high. It can be reduced by applying directional

antennas that usually have a high gain in boresight (main lobe direction) and

1The principle of a non-directional or an omnidirectional antenna is only theoretical. In practice,
every antenna is more or less directional. For example, a dipole radiates omnidirectionally only for one
plane (e.g. the azimuth plane for a vertically polarized dipole).
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lower gains towards other directions (side lobe and null directions). Signal paths

that leave the tag antenna or arrive at the interrogator antenna at directions other

than the boresight are attenuated by the lower gain. Although patch antennas help

to reduce the influence of certain multipath components, their practical application

has limits.

Commercially available passive UHF RFID tags have a dipole antenna that is om-

nidirectional in one plane (e.g. the azimuth plane for a vertically polarized dipole).

Due to the random orientation of tags in typical applications, this omnidirectivity

is required to enhance the tag readability. In order to use a patch antenna for

the tag, the design of a custom tag is required. In addition, patch antennas are

larger than dipoles, not as cost-effective and limit the possible localization target

types. At the interrogator, directional antennas have the disadvantage of a limited

angular tag read range.

4.1.1.2 Antenna Polarization

The antenna polarization of the transmitter (interrogator) directly influences the

reflection coefficient Γn for the reflected signal paths (n = 2...7) in equation (4.1)

and thus the corresponding signal path power (section 3.2).

There exist two different antenna polarizations: linear and elliptical. A special case

of elliptical polarization is circular polarization that is almost exclusively used for

commercial UHF RFID interrogator antennas. Dipoles or monopoles are linearly

polarized and can be arranged vertically or horizontally. Patch antennas can be

designed for linear or circular polarization.

In a multipath environment, the amount of reflected signal power depends on the

material of the reflection surface, the incidence angle of the signal, and the signal

polarization (see equations (3.15), (3.16) and (3.22)).

Figure 4.1 compares the reflection coefficients for the three different polarizations

as a function of the signal incidence angle at a surface, assuming concrete (mean

reflection coefficient Γ = 0.5) as the reflection material. Horizontal polarization

delivers the highest reflection coefficients, followed by vertical polarization. The

lowest mean reflection coefficient is achieved with circular polarization.

In a real-world multipath scenario, the signal distribution is much more complex

than in the previous example. Several signal paths with different reflection angles

interact depending on the geometric relations for each tag location. Thus, the
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influence of the different polarizations on the overall receiver signal should be

analysed in further simulations.
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Figure 4.1: Reflection coefficients for different polarizations

The use of circularly polarized antennas introduces another interesting effect. Cir-

cular polarization can be left-handed (LHCP, left hand circular polarization) or

right-handed (RHCP, right hand circular polarization) and circular antennas have

a fixed direction. RHCP means that the electric field vector of the circular sig-

nal rotates clockwise along the direction of propagation. In LHCP polarization

it rotates counter-clockwise. If a left-handed transmitter signal is reflected at a

surface, it changes its polarization to right-handed. For this RHCP signal, the

axial ratio is Rs = −1 and for the LHCP receiver antenna that is matched with

the transmitter antenna Rr = 1. This results in a polarization mismatch loss of

Lpol →∞ (see equation (3.24) in section 3.3). As a consequence, the power of the

received RHCP signal at the LHCP antenna approaches zero.

In practice, non-matching circular polarization directions lead to a signal attenu-

ation in the range between 10 dB and 20 dB [249]. Thus, the signal power level of

the reflections is decreased by at least 10 dB compared to the LOS signal which

should highly reduce the effects of multipath.

4.1.1.3 Antenna Orientation

The orientation of target tags in a passive UHF RFID localization system is

random and cannot be influenced. However, the orientation of the interroga-

tor antenna (azimuth angle φant,int and elevation angle θant,int) directly influences
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the individual antenna gain Gant,int (θn, φn) for each incident signal path because

θn = θpath,int,n + θant,int and φn = φpath,int,n + φant,int. According to equation (4.1),

this has a different effect on the received signal power of each path and thus influ-

ences the overall receiver signal at the interrogator.

For a further analysis, the gain pattern of the antenna used has to be considered

that depends on the specific antenna type. Figure 4.2 shows three representa-

tive, simulated gain patterns in the azimuth plane: a dipole, a patch antenna and

a three-element patch antenna array. If an omnidirectional antenna is used for

the interrogator, a change of the antenna orientation does not alter the gain pat-

tern and thus not the fading characteristic (dipole in figure 4.2). For directional

antennas, different cases have to be considered.
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Figure 4.2: Three different antenna gain patterns

Directional antenna gain patterns, in general, consist of a main lobe, side lobes,

and nulls. A characteristic value is the 3dB-beamdwidth that specifies the width

of the main lobe (angular range between the two points where the antenna gain

is G3dB = Gmax − 3 dB). If the interrogator antenna has a high 3dB-beamwidth

(e.g. the patch antenna in figure 4.2), the gain difference for the individual signal

paths is only minor and only a minor reduction of multipath effects is achieved.

Antennas with small 3dB-beamwidths (e.g. the antenna array in figure 4.2) can
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highly reduce the gain experienced by the reflection signal paths and thus reduce

their influence on the overall receiver signal. Further investigations have to be

conducted to evaluate a practical application in passive UHF RFID localization

systems. It must be noted that the discussed effects of the antenna orientation on

multipath are identical for the azimuth and the elevation plane of the antenna.

4.1.2 Diversity Combining Techniques

A well-established approach to mitigate the effects of multipath in wireless com-

munication systems is diversity. In a diversity system, two uncorrelated versions of

the desired signal are generated by switching between different parameter values

of the transmitter channel interface. In an optimum case, the diversity signals

experience independent characteristics of the wireless channel and are thus dif-

ferently affected by multipath. It has been shown, that diversity improves the

SNR in wireless communication systems at relatively low cost because it is easily

implementable [51]. For example, almost all modern WLAN hardware as well as

GSM or UMTS base stations comprise multiple antennas for diversity [250, 251].

If multiple, uncorrelated copies of the same receiver signal are available in a di-

versity system, they have to be combined in a way that the system performance

is optimized.

4.1.2.1 Diversity and Combining Principles

The existing diversity techniques are time diversity, frequency diversity, spatial

diversity and polarization diversity. In a time diversity system, the same signal is

transmitted at two or more distinct times. However, for the investigations in this

work, a static environment and thus a static channel between the interrogator and

the tag are assumed. Furthermore, the spatial position of the tag is assumed as

static whereby time diversity achieves no effect on multipath. Frequency diversity

systems transmit the same signal on different carrier frequencies, whereas spa-

tial diversity involves multiple transmitter or receiver antennas that are spatially

separated. Both approaches are applicable to the interrogator in a passive UHF

RFID localization system. The application of polarization diversity (e.g. switching

between vertical and horizontal polarization) in passive UHF RFID localization

systems is rather simple because it requires two differently oriented target tags

and two matching interrogator antennas.
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For the combination of multiple diversity signals, four combining methods are

used: switched combining, selection combining, maximal-ratio combining, and

equal gain combining [252]. The choice of the combining method, in general, is

independent of the used diversity technique.

In switched combining, the receiver constantly measures the RSS of the currently

used diversity signal. If it drops below a predefined threshold, the receiver switches

to a different diversity signal. The principle of selection combining is to constantly

measure the RSS of all available diversity signals and to select the strongest. Equal

gain combining adds together all available receiver diversity signals coherently

while maximal-ratio combining weights each diversity signal with its respective

SNR value prior to the summation.

All of the described combining techniques, in principle, can be applied to passive

UHF RFID systems to improve the SNR and thus the tag readability. However,

passive UHF RFID localization systems have special requirements. Since an eval-

uation of the originally transmitted target tag signal is needed, equal-gain and

maximal-ratio combining cannot be used because they rely on a sum signal. Se-

lection and scanning combining can be applied to passive UHF RFID localization

systems because they use switching between different diversity signals based on

the individual signal strength. For all investigations in this chapter, two diversity

signals are used. In this case, both combining methods (selection and scanning)

deliver the same result of choosing the strongest signal.

In the next sections, the applicability of the different diversity techniques to passive

UHF RFID localization systems is discussed.

4.1.2.2 Frequency Diversity

In equation (4.1), the system frequency f is included in the factor k = 2πf
c

. k di-

rectly influences the phase of the multipath signals and thus the spatial regions of

constructive and destructive interference. By switching between two different fre-

quencies (frequency diversity), fading locations in a specific environment are spa-

tially shifted which should reduce the effects of multipath in a passive UHF RFID

localization system. In order to make frequency diversity effective, the available

frequency bandwidth in a wireless communication system must be higher than the

coherence bandwidth Bc [253]. In passive UHF RFID systems, the available band-

width is limited by worldwide frequency regulations [18]. Only the US frequency

range that applies to ten countries provides a sufficient bandwidth for frequency
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diversity. However, since the application scenarios and operational principles of

passive UHF RFID systems are very unique amongst wireless communication sys-

tems, it is reasonable to further investigate the applicability of frequency diversity.

4.1.2.3 Spatial Diversity

In a spatial diversity system, two or more interrogator receiver antennas with

different locations are installed. This results in different path lengths dn in the

considered scenario and different complex reflection coefficients Γn. According

to equation (4.1), these changes lead to a different fading characteristic for each

interrogator antenna location. Thus, spatial diversity combining should reduce

the effects of multipath. However, the minimum needed interrogator antenna

displacement to achieve a significant reduction of the effects of multipath has to

be further investigated.

4.1.2.4 Polarization Diversity

Switching between horizontal and vertical antenna polarization in a polarization

diversity system changes the reflection coefficient, Γn, for each signal path. As a

consequence, the superposition of all signal paths at the interrogator and thus the

received signal power, PRx,int, is different for both polarizations. This should reduce

the effects of multipath in a passive UHF RFID localization system. However,

the complex interaction of multiple signal paths and the effects of the different

polarizations on the interrogator receiver signals must be investigated in further

simulations.

4.1.3 Reflection Cancellation

If the localization area is spatially limited and the signal reflection points at the

surfaces of the localization environment are known, high-frequency absorbers can

be attached to the these reflection points. This leads to very low reflection coeffi-

cients Γn → 0 for the reflection signal paths (n = 2...7) and reduces their influence

on the overall receiver signal (equation (4.1)). An investigation of how far this

this approach is feasible in practice is needed.
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4.2 Verification of Multipath Reducing Techniques

In the next sections, the received signal power development, P (d), as a function of

the interrogator-to-tag distance, d, is simulated in a typical application scenario to

further investigate the practical feasibility of the theoretically analysed techniques

for a reduction of multipath effects. For this purpose, the previously introduced

simulation environment is used. Each technique is considered individually to avoid

interdependencies.

First, a new way to quantify the magnitude of multipath effects in a specific

system setup is presented that helps to compare the impact of multipath reducing

techniques.

4.2.1 Fading Quantification

The ‘fading quantification’FQ is introduced to assess the effects of multipath on

the received signal power in a specific scenario. In a free-space situation where no

reflections are present, the received signal power P (d) decreases proportional to
1
d2 (according to the Friis equation; see section 2.5).

The magnitude of fading maxima and minima in two-dimensional RSS measure-

ments or simulations (P (d) versus d) is quantified using their root mean squared

deviation from a Friis-based degradation of the signal amplitude. For this purpose,

the M signal power measurement or simulation values P0...PM−1 are interpolated

in a fitting Friis function PF(d) (for this interpolation, the Matlab curve fitting tool

can be used). Then, the root mean squared deviation FQ between the interpola-

tion graph and the measurement or simulation graph, respectively, is calculated

as

FQ =

√√√√ 1

M

M−1∑
m=0

(Pm − PF,m)2. (4.3)

The higher the FQ value is, the higher is the magnitude of multipath effects.

For example, for the simulation of the RSS measurement setup from the previous

chapter (section 3.1, figure 3.7), FQ = 22.2 dB2 and the ideal, free-space case

leads to FQ = 0 dB.

2Note that equation (4.3) delivers linear values that can be converted to logarithmic values in dB
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4.2.2 Simulation Scenario

The typical application scenario from the previous chapter (section 3.1) is used as

the basic setup for an investigation of multipath reducing techniques. Table 4.1

lists the parameters of the used passive UHF RFID system and the surrounding

environment.

Table 4.1: System setup of the standard simulation scenario

Parameter Value

Room Size (Length, Width, Height) (7.25, 2.30, 3.80) m

Int. Antenna Position (x, y, z) (1.15, 0.85, 1.50) m

Tag Antenna Position (x, y, z) (1.15, 1.45...6.95, 1.50) m

Frequency (f) 867.1 MHz (λ = 0.345 m)

Transmitter Power (PTx,tag) 20 dBm

Num. of Signal Paths (N) 7 (LOS and six reflections: four walls, floor, ceiling)

Int. Antenna Polarization vertical

Tag Antenna Polarization vertical

Polarization Loss (Lpol) 0

Int. Antenna Type patch

Tag Antenna Type dipole

Int. Antenna Orientation (θ, φ) (0, 0)◦

Tag Antenna Orientation (θ, φ) (0, 180)◦

Antenna Gain Patterns simulated with FEKO

Antenna Phase Patterns simulated with FEKO

Reflection Surface Materials
wall 1, wall 4: gypsum board (ε2 = 6.2 + j0.69)
wall 2, floor, ceiling: concrete (ε2 = 7.9 + j0.89)
wall3: glass (ε2 = 3)

4.2.3 Antenna Type

Four different combinations of tag and interrogator antenna types (dipole or patch)

are simulated to investigate their influence on multipath fading (table 4.2). The

simulation of two passive UHF RFID systems with a fixed dipole interrogator

antenna and a dipole or a patch tag antenna shows a reduction of multipath effects

for the tag patch antenna (figure 4.3). Because patch antennas are directional,

single reflections in the setup are highly attenuated. This is confirmed by the

simulated fading quantification which is reduced from 28.5 dBm to 22.2 dB (22%

improvement; table 4.2).

Due to the attenuation of single signal paths described above, the use of an inter-

rogator patch in antenna in combination with a dipole tag antenna also reduces

multipath effects (figure 4.4). However, the lowest FQ value of 15.9 dB is achieved

by using a combination two patch antennas (improvement of 44%).

Although standard passive UHF RFID tags use dipole antennas, a replacement

with patch antennas is beneficial for localization systems. The disadvantage is that
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patch antennas are not as size- and cost-effective as dipoles. In addition, patch

antennas do not emit signal energy rearwards which makes an orientation of the tag

towards the interrogator antenna necessary. Thus, the use of patch tag antennas is

required for an optimum localization accuracy but limits the possible application.

However, even the use of a patch antenna for the interrogator in combination with

a dipole tag reduces the effects of multipath significantly compared to a dipole

antenna system.

Table 4.2: Setup parameters and fading quantifications
for the antenna type simulations

Setup Parameter Value FQ [dB]

1
Int. Antenna Type
Tag Antenna Type

Dipole
Dipole

28.5

2
Int. Antenna Type
Tag Antenna Type

Dipole
Patch

22.2

3
Int. Antenna Type
Tag Antenna Type

Patch
Dipole

22.0

4
Int. Antenna Type
Tag Antenna Type

Patch
Patch

15.9

1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
−50

−40

−30

−20

−10

0

10

d [m]

P
(d

)
[d

B
m

]

Int.: Dipole, Tag: Dipole

Int.: Dipole, Tag: Patch

Figure 4.3: Simulation of different tag antenna types
with a dipole interrogator antenna
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Figure 4.4: Simulation of different tag antenna types
with a patch interrogator antenna

4.2.4 Antenna Polarization

The three different antenna polarizations used in passive UHF RFID systems (lin-

ear vertical, linear horizontal, circular) theoretically allow nine different combina-

tions of tag and interrogator antennas. However, the practical application intro-

duces several limitations.

In the two combinations vertical/horizontal (notation ‘interrogator antenna po-

larization/tag antenna polarization’) and horizontal/vertical, no signal energy can

be received (signal attenuation is infinite).

In typical localization applications, the orientation of the target tag is random and

a vertical or horizontal orientation cannot be guaranteed. Thus, the combinations

vertical/vertical and horizontal/horizontal are only theoretical and would limit the

possible applications. In the combinations circular/linear and linear/circular, the

orientation of the linear antenna is not important. However, both combinations

involve a polarization loss of 3 dB which leads to a reduced reading range. A

circular/circular system has no polarization loss and equal performance for any

antenna orientation.

Seven different antenna polarization combinations for the tag and the interrogator

are simulated to further investigate their effects on multipath fading (table 4.3).

In all cases, patch antennas are chosen to achieve comparable results.
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The simulated fading characteristics (figure 4.5 and table 4.3) show that circular

polarization outperforms the two linear cases with a very low FQ of 3 dB (81%

improvement compared to linear polarization). The disadvantage is that only

patch antennas can be constructed for circular polarization which are significantly

larger than dipoles.

The simulations are repeated for different x-coordinates of the tag positions and

for different room sizes to change the geometric relations for the signal paths. Al-

though horizontal polarization performs better than vertical polarization in some

scenarios and vice versa, circular polarization delivers the lowest fading quantifi-

cation in all cases.

The simulated FQ values (table 4.3) also show a significant reduction of multipath

effects for a combination of a circularly polarized tag antenna with a linearly

polarized interrogator antenna (35% improvement). This is due to the fact that

this analysis is presented for the uplink where the tag acts as the transmitter

and the reflection coefficient is determined by the polarization of the transmitter

signal.

In order to achieve a maximum reduction of multipath effects, circularly polarized

antennas have to be used for the tag and the interrogator but the required patch

antennas limit possible applications.

Table 4.3: Setup parameters and fading quantifications
for the antenna polarization simulations

Setup
Interrogator Antenna

Polarization
Tag Antenna
Polarization

FQ [dB]

1 vertical vertical 15.9

2 horizontal horizontal 16.6

3 circular circular 3.0

4 circular horizontal 16.6

5 circular vertical 15.9

6 horizontal circular 10.3

7 vertical circular 10.3
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Figure 4.5: Simulation of different antenna polarizations
(linear and circular polarizations)

4.2.5 Antenna Orientation

From the three representative gain patterns in figure 4.2 (section 4.1), the quasi-

omnidirectional dipole is not considered. It has an equal gain in the azimuth plane

which makes a change of the antenna orientation effectless. For the other two

antenna types (patch and patch array), simulations are conducted for azimuth

angles in a range of φ = 0◦...80◦ (table 4.4) to investigate the influence of the

antenna orientation on multipath effects.

The simulated fading characteristics for the interrogator patch antenna (figure

4.6) show that primarily the overall signal amplitude changes with the antenna

orientation. However, the FQ value increases with the antenna angle (table 4.4).

In the case of φ = 0◦, the interrogator antenna is facing the tag antenna and thus

the LOS path experiences the maximum gain. With an increasing φ, this gain

decreases while the gain of the reflection paths increases. As a consequence, the

influence of the reflections on the overall receiver signal and thus the FQ values

increase.

The simulation of the patch antenna array (higher directivity than the patch an-

tenna) delivers results for the fading characteristics that are comparable to the

patch antenna for small angles (φ < 40◦, table 4.4). For φ ≥ 40◦, the patch an-

tenna array gain pattern (figure 4.2) runs from the main lobe into a null and then
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into a side lobe. This fact can also be observed in the general power level of the

simulated fading characteristics (figure 4.7). The fading quantifications show that

the highest FQ value corresponds to an antenna orientation (φ = 40◦) where one

null in the gain pattern faces towards the tag. In this case, the received signal

power of the LOS path is very low while the reflection path incident from the main

lobe direction has a high RSS. For azimuth angles with φ ≥ 60◦, one side lobe of

the gain pattern is directed towards the tag which increases the received signal

power of the LOS path and decreases the RSS of the reflection paths.

The implementation of a orientation diversity combining system is not feasible

because an RSS-based decision process would always choose the same antenna

orientation with φ = 0◦.

Because the orientation of the interrogator antenna has a certain influence on the

effects of multipath, it is reasonable to use this technique in passive UHF RFID

localization systems. For lateration or angulation approaches, two or more inter-

rogator antennas are required that can easily be arranged in different orientations.

Table 4.4: Setup parameters for the antenna orientation simulations

Parameter Value FQ [dB]

Interrogator antenna orientation for a
patch antenna (θ, φ)

(0◦, 0◦)
(0◦, 20◦)
(0◦, 40◦)
(0◦, 60◦)
(0◦, 80◦)

22.2
22.6
23.4
27.6
32.5

Interrogator antenna orientation for a
patch antenna array (θ, φ)

(0◦, 0◦)
(0◦, 20◦)
(0◦, 40◦)
(0◦, 60◦)
(0◦, 80◦)

22.1
23.1
41.8
34.6
30.5
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Figure 4.6: Simulation of different interrogator antenna azimuth angles
for a patch antenna
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Figure 4.7: Simulation of different interrogator antenna azimuth angles
for a patch antenna array
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4.2.6 Frequency Diversity

A typical indoor application scenario for passive UHF RFID localization systems

has a coherence bandwidth of Bc = 17.6 MHz (section 1.2). Worldwide frequency

regulations limit the available bandwidth of passive UHF RFID systems depend-

ing on the specific area where they are operated (table 4.5) In contrast to the

European frequency range with the lowest bandwidth of 2 MHz (≈ 0.1 · Bc), the

US range offers 26 MHz which is approximately 1.5 ·Bc. Passive UHF RFID local-

ization systems must be operable worldwide and are thus limited by the smallest

available bandwidth. According to technical specification 102 902 by the Euro-

pean Telecommunications Standards Institute (ETSI), a new European frequency

range with BW = 10 MHz ≈ 0.6 ·Bc will be introduced in the future [254].

Table 4.5: Selected EPCglobal Class 1 Generation 2 frequency ranges

Description Frequency Range Bandwidth

Europe 865.6 MHz – 867.6 MHz 2 MHz

USA 902 MHz – 928 MHz 26 MHz

Europe New 915 MHz – 925 MHz 10 MHz

Six different frequencies f1...f6 (table 4.6; limiting values of the respective local

ranges) are used to evaluate the influence of the system frequency on multipath

fading. Additionally, diversity combining of two frequencies in the respective band

is simulated.

Table 4.6: Fading quantifications for the frequency diversity simulations

Setup FQ [dB]

f1 = 865.6 MHz 22.2

f2 = 867.6 MHz 22.3

Diversity f1, f2 19.5

f3 = 902 MHz 20.3

f4 = 928 MHz 22.8

Diversity f3, f4 6.8

f5 = 915 MHz 19.3

f6 = 925 MHz 20.0

Diversity f5, f6 11.4

The simulated P (d) development (figure 4.8) shows that the available European

bandwidth is not high enough to achieve a change in the channel fading charac-

teristics. This is confirmed by the simulated fading quantifications (22.2 dB vs.

22.3 dB and 19.5 dB for a diversity system; table 4.6). A frequency diversity sys-

tem that utilizes the US bandwidth of 26 MHz effectively manipulates the fading

characteristic (figure 4.9). The two related fading quantifications for f3 and f4 only

differ by 2.5 dB (20.3 dB vs. 22.8 dB) but the diversity system has a low FQ of

6.8 dB (an improvement of 67% compared to the single frequencies). The available
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bandwidth in the new European range of 10 MHz is also high enough to realize a

frequency diversity system that reduces signal fading (figure 4.10). Again, the two

fading quantifications lie in the same range (19.3 dB and 20.0 dB) but the diversity

system reduces the FQ to 11.4 dB (41% improvement). A further improvement

of the fading quantification is achieved in a diversity system which combines the

current European band with the future European band and has a bandwidth of

59.4 MHz available.

It can be observed that the fading quantifications change for different frequencies

(table 4.6). For example, the lowest value is achieved for f5 = 915 MHz. The rea-

son for that is the geometric relations of the considered scenario that lead to specific

fading characteristics for each frequency. Additional simulations are conducted to

further investigate this effect, where different values for the fixed x-coordinate of

the tag are assumed (x = 0.1 m, 0.4 m, ..., 2.2 m). The results show no correlation

between the system frequency and the FQ values. However, the combined diver-

sity simulations show the same improvements for higher bandwidths. This is also

confirmed by simulations with changed room dimensions.

Due to the current regulations, frequency diversity cannot be used to reduce the

effects of multipath in passive UHF RFID localization systems because a global

deployment is prevented by the available European bandwidth. However, with the

future introduction of the new European band, frequency diversity will become

feasible. An important finding is that an available bandwidth of only 0.6 · Bc is

sufficient to make frequency diversity effective in typical application scenarios.
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Figure 4.8: Simulation of frequency diversity in the European UHF RFID band
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Figure 4.9: Simulation of frequency diversity in the US UHF RFID band
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Figure 4.10: Simulation of frequency diversity in the new European UHF RFID band

4.2.7 Spatial Diversity

Spatial diversity can be achieved in a system where the receiver signals of different

interrogator antenna positions are combined. Four antenna locations Lint,1...Lint,4

(table 4.7) with different x-coordinates in the standard setup are considered for a

simulation of spatial diversity. A top view drawing of this scenario is depicted in

figure 4.11.

Table 4.7: Setup parameters for the spatial diversity simulations

Parameter Value Spatial Displacement

Int. Antenna Position (x, y, z)

Lint,1 = (1.15, 0.85, 1.50) m
Lint,2 = (1.25, 0.85, 1.50) m
Lint,3 = (1.3225, 0.85, 1.50) m
Lint,4 = (1.495, 0.85, 1.5) m

-
0.1 m ≈ 0.3λ

0.1725 m = λ/2
0.345 m = λ

Int. Antenna

Tag

1
.4

9
5

1
.1

5

1
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All dimensions in m y

x
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2
2
5
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Figure 4.11: Simulation scenario for spatial diversity
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In the three-dimensional setup, a change of the antenna height (z-coordinate)

would result in the same effect as a displacement on the x-axis. The use of two in-

terrogator antennas with different y-coordinates is not feasible in practice because

one antenna would be placed in front of the other which blocks the rear antenna.

Figure 4.12 shows the simulation results for a diversity system with the interroga-

tor antenna locations Lint,1 and Lint,2. The corresponding fading quantifications

are listed in table 4.8. The small spatial antenna shift of 10 cm (≈ 0.3 · λ) is

not high enough to achieve a significant change of the signal fading characteristic.

Diversity combining of both locations reduces the fading quantification to 18.9 dB

(a reduction of only 6% compared to the single locations). A spatial displacement

of λ/2 reduces the combined fading quantification for Lint,1 and Lint,3 to 17.5 dB

(21% improvement). The two interrogator antenna locations Lint,1 and Lint,4 (dis-

placement of 0.345 m = λ) enables a significant change of the fading characteristic

(figure 4.13). Diversity switching between the Lint,1 and Lint,4 antennas results in

a low FQ of 13.5 dB (31% improvement).

The described effect is well-known from mobile phone systems where a spatial

distance of d > λ/2 is required to achieve sufficient diversity [255]. However, the

analysis presented shows that a minimum antenna displacement of λ is required

for passive UHF RFID systems in typical indoor environments.

Table 4.8: Fading quantifications for spatial diversity

Setup FQ [dB]

Lint,1 22.2

Lint,2 20.2

Lint,3 23.2

Lint,4 19.6

Diversity Lint,1, Lint,2 18.9

Diversity Lint,1, Lint,3 17.5

Diversity Lint,1, Lint,4 13.5
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Figure 4.12: Simulation of spatial diversity for a position shift of 0.1 m
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Figure 4.13: Simulation of spatial diversity for a position shift of λ = 0.345 m
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4.2.8 Polarization Diversity

A diversity combining system using vertical and horizontal polarization signifi-

cantly reduces the effects of multipath (figure 4.14). Compared to a single polar-

ization system, the fading quantification is reduced from 15.9 dB to 7.4 dB (53%

improvement). However, polarization diversity involves a high system complex-

ity because two tags and two interrogator antennas are required. In a bistatic

interrogator setup, the interrogator comprises separate antennas for signal trans-

mission and reception. Thus, four interrogator antennas would be needed to realize

polarization diversity.
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Figure 4.14: Simulation of polarization diversity
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4.2.9 Reflection Cancellation

Figure 4.15 compares simulations of different setups for the standard scenario

where single reflections are cancelled out and the signal power is the superposition

of N = 6 signal paths. It can be seen that most of the simulations with six signal

paths show the same fading characteristic as the standard setup with seven signal

paths. This is also confirmed by the simulated fading quantifications (table 4.9).

However, the simulation with the lowest FQ of 13.7 dB (improvement of 38%)

shows a different fading characteristic than the others. By cancelling out wall3

reflection (wall behind the interrogator), the small local amplitude maxima and

minima from the other simulations are not present.

The practical use of reflection cancellation for passive UHF RFID localization

system is limited because most applications demand a movement of the target

tag within the full read range of the used interrogators. However, for very par-

ticular problems (e.g. a very small localization area), reflection cancellation can

significantly reduce the effects of multipath.
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N = 6 (no wall4 refl.)

Figure 4.15: Simulation of reflection cancellation
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Table 4.9: Fading quantifications for the reflection cancellation simulations

Setup FQ [dB]

N = 7 22.2

N = 6 (no floor refl.) 23.8

N = 6 (no ceiling refl.) 23.9

N = 6 (no wall1 refl.) 22.1

N = 6 (no wall2 refl.) 21.6

N = 6 (no wall3 refl.) 13.7

N = 6 (no wall4 refl.) 21.1

4.3 Summary

Different diversity combing techniques and manipulations of the channel interface

have been investigated with respect to their ability to minimize the effects of

multipath in a passive UHF RFID localization system.

The fading quantification FQ has been proposed to rate the magnitude of multi-

path interference in a specific scenario.

Simulations of a standard application scenario have been used to efficiently anal-

yse the complex interactions of multiple signal paths. The following findings have

been demonstrated for channel interface parameter variations. Directional anten-

nas help to attenuate or cancel out single reflections but the replacement of the

usual tag dipole antennas with patch antennas increases their cost and size. How-

ever, in particular practical applications, this approach is reasonable to achieve

an optimum localization accuracy. The same is true for circular antenna polar-

ization that requires tags with patch antennas but significantly reduces the effects

of multipath. The use of different interrogator antenna orientations can be im-

plemented easily in localization systems and has a certain influence on multipath

effects. It highly depends on the type and the corresponding gain pattern of the

interrogator antenna. In applications with small localization areas, the installation

of high-frequency absorbers to the reflection surfaces helps to cancel out single or

multiple reflections.

In the different diversity combining approaches, two parameter values of the RFID

setup have been switched and the receiver signals have been combined to reduce

the effects of multipath. The comparison by simulations has shown the follow-

ing results. Current worldwide regulations prevent the use of frequency diversity

in passive UHF RFID systems. However, with the future approval of the new

European UHF RFID frequency range, frequency diversity can be utilized to sig-

nificantly reduce the effects of multipath. The application of spatial diversity
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reduces multipath fading but only if the spatial distance between the different an-

tenna locations is greater than λ. Polarization diversity significantly reduces the

effects of multipath but increases the overall system cost because multiple target

tags as well as multiple interrogator antennas are required.



Chapter 5

Receiver Beamforming

Localization

The investigations of existing passive UHF RFID localization systems in chapter

2 have identified the receiver beamforming target tag localization approach as one

of the most promising directions for further research. Especially the algorithmic

(digital) Root MUSIC receiver beamforming technique seems to be ideally suited

to provide sufficient localization accuracy in typical application scenarios.

A Root-MUSIC-based approach for passive UHF RFID tag localization is pre-

sented where the target tag location is angulated from an estimation of multiple

tag directions (angles-of-arrival, AoA).

A typical application scenario and the previously introduced simulation environ-

ment (chapter 3) are used to determine the achievable localization performance of

the new approach.

Besides the localization accuracy, the localization robustness (i.e. the standard

localization error deviation) is an important performance measure for localization

systems operated in multipath environments. Since every target tag location expe-

riences a different magnitude of multipath effects, low localization error deviations

show the system’s robustness against multipath reflections.

Multipath reducing techniques (chapter 4) are transferred to the basic receiver

beamforming localization method and the achievable localization performance is

simulated and compared. These techniques are frequency diversity, spatial di-

versity, antenna orientation, patch antennas, circularly polarized antennas and

reflection cancellation. As a result, an optimum receiver beamforming localization

94
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system with respect to the accuracy and robustness in typical indoor application

scenarios is proposed.

A new multiangulation algorithm is presented which calculates the point in space

that has the minimum distance to all directional lines created by the measured

AoAs to estimate the tag position.

Finally, a new experimental testbench is designed and used in real-world mea-

surements to analyse the performance of the receiver beamforming localization

method.

5.1 Localization Principle

Antenna Array

Target Tag

DSP UnitDSP Unit

AoA Unit

Figure 5.1: Principle of the receiver beamforming localization approach (top view)

The main components of the receiver beamforming localization system (figure 5.1)

are the two AoA units that consist of a three-element antenna array and a digital

signal processing (DSP) unit. The AoA units, in principle, are modified UHF

RFID interrogators that use the antenna array as the receiver antenna.

The objective is to estimate the location of the target tag, Lt = (xt, yt), in an

azimuth plane of the localization environment. The z-coordinate of this plane is

determined by the height of the AoA unit’s antenna arrays. Usually, the origin

of the coordinate system lies in one corner of the localization plane. The two

AoA units communicate with the target tag and use the Root MUSIC algorithm
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on the received array signals to estimate the two angles-of-arrival, θ1 and θ2.

Then, straight lines are constructed from the locations of the antenna arrays,

La1 = (xa1, ya1) and La2 = (xa2, ya2), towards the direction of the measured AoAs.

The intersect point of these lines gives an estimate for the target tag location

(angulation principle).

The derivation of the Root MUSIC AoA equation for the case of L = 2 antenna

array elements is given in appendix A.2. The final form of this equation is

θ = − arcsin

(
λ arg {z1}

2πs

)
= − arcsin

(
− λφ

2πs

)
= arcsin

(
λφ

2πs

)
, (5.1)

where λ is the system wavelength, s is the inter-element spacing of the antenna

array, z1 = e−jφ and φ = 2πs
λ

sin θ.

In this equation, φ = arg {z1} is equal to the phase difference, ∆ϕ1,2, between the

receiver signals of the two antenna array elements. To prove that, the incidence

of the target tag signal wavefront on the two-element interrogator antenna array

is considered (figure 5.2).

s

Target Tag

1



Array Element


2

a

Figure 5.2: Signal wavefront impinging on a two-element antenna array

The signal wavefront will first arrive at antenna array element 2© and then at

element 1© which leads to a phase shift between the receiver signals of the two

elements.

The distance a between the wavefront and antenna array element 1© is

a = s · sin θ. (5.2)
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Since the wavefront travels at the speed of light, c, the time delay, τ , of the

wavefront arriving at antenna array element 1© is

τ =
a

c
=
s

c
sin θ. (5.3)

The resulting phase difference, ∆ϕ1,2, is derived from the the time delay τ using

the pulsatance ω = 2πf (where f is the system frequency) as

∆ϕ1,2 = ωτ =
2πfs

c
sin θ =

2πs

λ
sin θ, (5.4)

which is indeed the same as arg {z1} = φ = 2πs
λ

sin θ. Thus, in the AoA equation

(5.1), φ can be exchanged for ∆ϕ1,2:

θ = arcsin

(
λ∆ϕ1,2

2πs

)
(5.5)

The extension of the basic localization approach with a three-element antenna

array has two advantages: a) a narrower 3dB-beamwidth, b) averaging of two phase

differences. The 3dB-beamdwidth, in general, decreases with an increasing number

of antenna elements [246] and a narrow main lobe helps to attenuate certain signal

paths (see section 4.2.3). The averaging of the signal phase differences ∆ϕ1,2, ∆ϕ2,3

between the two pairs of adjacent array elements using

∆ϕ =
∆ϕ1,2 + ∆ϕ2,3

2
(5.6)

reduces the influence of measurement errors.

A further increase of the number of antenna array elements is not reasonable

because it would increase the overall size of the array. A practical value for the

maximum size that is demanded by typical localization applications lies in the

range of an A4 paper sheet (210 mm × 297 mm). Furthermore, a high-frequency

front-end is required for each antenna array element to evaluate the target tag

signal. Thus, the DSP unit’s complexity, cost and size increase with additional

array elements.

The overall size of the array is also determined by the distance between the antenna

elements s which should be chosen as high as possible to maximize decoupling

between the element receiver signals. However, it has to be smaller than λ/2

(≈ 17 cm in the European UHF RFID frequency range) to avoid the occurrence

of grating lobes which would lead to ambiguities in the AoA estimation [44, 246].



Chapter 5. Receiver Beamforming Localization 98

A monopole antenna array can be realized with very small inter-element spacing s.

The elements of a patch array have a certain size that depends on the used signal

frequency an increases s (measured between the center points of the elements).

For the new localization approach, a three-element antenna array consisting of

monopoles with s = 0.3λ (≈ 10 cm) is chosen as a first step.

5.2 Simulation of the Localization Performance

The new simulation environment (chapter 3) is extended in a way that the phases

and power levels of the received tag signal at each antenna array element are

calculated. For this purpose, both links (down- and uplink) are considered.

5.2.1 Simulation Scenario

A standard application scenario is set up to analyze the performance of the receiver

beamforming localization approach in terms of accuracy and robustness (figure

5.3). N = 25 different tag positions 1©... 25© are defined in a standard university

seminar room of size 10.7 m × 7.1 m × 3.0 m. In a square, 3 m × 3 m grid (in the

x/y-plane), the tag positions are equally spaced with a distance of 0.50 m to each

other (figure 5.4).

The dimensions of the localization grid are chosen for practical reasons: a) The

antenna arrays must be positioned outside the grid, b) All tag positions must lie

within the read range of the AoA units. The maximum AoA-unit-to-tag distance

of 4.2 m (e.g. antenna array position A1 and tag position 25©) lies well within the

read range of standard UHF RFID interrogators. Furthermore, the number of tag

positions is limited to N = 25 to allow short measurement times in a real-world

scenario. It is also reasonable to choose a distance between the tag positions which

is greater than the system’s wavelength because for distances which are smaller

than the wavelength, the multipath characteristic at the tag position does not

change significantly.

For the antenna array positions, any coordinates could be chosen but the tag

readability has to be ensured. The investigations in the previous chapter have

shown that patch antennas help to minimize the effects of multipath. Since this

antenna type has a limited 3dB-beamdwidth (≈ ±60◦), the two array positions

A1 = (0, 0, 1.5) m and A2 = (3, 0, 1.5) m are located at the corners of the tag
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grid in an azimuth angle of θant,int = 45◦ to guarantee the readability of all 25 tag

positions. The antenna array as well as the target tag are arranged vertically in

this first simulation.

To minimize mutual coupling between the transmitter antenna and the receiver

antenna of the AoA unit, a bistatic design of the DSP unit is realized that allows a

spatial separation of both antennas. In the following simulations, the parameters

of a commonly used circularly polarized patch antenna are chosen for the AoA

unit’s transmitter antenna.

Table 5.1 summarizes all system parameters used for the simulations.

Table 5.1: Parameters of the basic receiver beamforming localization setup

Parameter Value

Room Size (Length, Width, Height) (7.1, 10.7, 3.0) m

Antenna Array Positions (x, y, z) A1 = (2.58, 1.64, 1.50) m and A2 = (5.58, 1.64, 1.50) m

System Frequency 866.5 MHz (center of the European range; λ = 0.345 m)

Interrogator TX Antenna
- Type
- Polarization

Patch
Circular

Interrogator RX Antenna
- Type
- Polarization

Monopole antenna array (three elements, s = λ/3)
Vertical

Tag Antenna
- Type
- Polarization

Dipole
Vertical

Antenna Gain Patterns Simulated with FEKO

Antenna Phase Patterns Simulated with FEKO

Interrogator TX Power 23.8 dBm

Signal Paths 7 (LOS and first-order reflections)

Reflection Surface Materials
wall 1, wall 2, wall 3: gypsum board (ε2 = 6.2 + j0.69)
wall 4: glass (ε2 = 3)
floor, ceiling: concrete (ε2 = 7.9 + j0.89)

5.2.2 Performance Indicators

As performance indicators for the localization accuracy and robustness, different

error values are calculated. The angles-of-arrival, θ1,n and θ2,n (estimated from

the AoA unit locations A1, A2) as well as the target tag coordinates, (xt,n, yt,n),

are calculated as a reference for each of the n = 1...25 target tag positions only

from the geometry of the localization environment. The simulation environment

is used to estimate the AoAs θ̂1,n, θ̂2,n and the tag position (x̂t,n, ŷt,n) based on

the application of the Root MUSIC algorithm on the received target tag signals.

The following error values are then used to rate the performance of the considered

localization system (a is the number of the considered AoA unit and n = 1...N is

the number of the considered tag position):
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• The AoA estimation errors ∆θa,n for each AoA unit and for each tag position:

∆θa,n =
∣∣∣θ̂a,n − θa,n∣∣∣ (5.7)

• The mean AoA estimation error ∆θa for each AoA unit:

∆θa =
1

N

N∑
n=1

∆θa,n (5.8)

• The localization error (or localization accuracy) ∆dn for each tag position:

∆dn =

√
(xt,n − x̂t,n)2 + (yt,n − ŷt,n)2 (5.9)

• The mean localization error (or localization accuracy) ∆d:

∆d =
1

N

N∑
n=1

∆dn (5.10)

• The mean AoA standard error deviation σ∆θa for each AoA unit:

σ∆θa =

√√√√ 1

N

N∑
n=1

(
∆θa,n −∆θa

)2
(5.11)

• The mean localization error standard deviation σ∆d:

σ∆d =

√√√√ 1

N

N∑
n=1

(
∆dn −∆dn

)2
(5.12)

The disadvantage of using mean errors for an evaluation of the simulation data

is that single outliers and the range of errors cannot be identified. The empirical

cumulative distribution function (ECDF), F̂ (x), overcomes these disadvantages

because it relates a certain error value x to the probability of its occurrence in a

simulation or measurement and is defined as

F̂ (x) = P̂ (X ≤ x) =
1

N

N∑
n=1

I (xn ≤ x) , (5.13)

where the xn are the N error values produced in the measurement or simulation

and I() is the indicator function with

I (xn ≤ x) =

1, when xn ≤ x

0, when xn > x

For the simulated AoA errors, P̂ (∆θ ≤ θ) is the cumulated probability of an error

value (angle) ∆θ being smaller than an angle of θ. The ECDF P̂ (∆d ≤ d) for the

localization error is defined accordingly.
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5.2.3 The Influence of Multipath on the Localization Performance

The simulation of the ideal free-space situation (only LOS path) delivers the fol-

lowing error values:

∆θ1 = 0.024◦

∆θ2 = 0.024◦

σ∆θ1 = 0.026◦

σ∆θ2 = 0.026◦

∆d = 0.0013 m = 0.13 cm

σ∆d = 0.0005 m = 0.05 cm

The very low errors verify the functionality of the extended simulation environment

and the application of the receiver beamforming technique to a passive UHF RFID

localization system.

The residual errors are caused by the assumption of parallel tag signal wavefronts

in the Root MUSIC algorithm. The smaller the distance between the tag and the

antenna array is, the higher is the curvature of the signal wavefront which leads to

errors in the calculation of signal phases and phase differences. In the simulation

environment, the path lengths are calculated as the absolute value of the vector

between the array element position and the tag position which assumes a circular

tag signal wavefront.

The influence of multipath on the localization performance is investigated by

adding the first-order reflections to the simulation scenario (number of signal paths

N = 7). The results show highly increased error values for the estimated AoAs

and the estimated target tag locations (table 5.2).

Table 5.2: AoA estimation and localization errors
(only LOS / LOS and multipath)

Parameter Only LOS LOS and Multipath

∆θ1 0.024◦ 2.71◦

∆θ2 0.024◦ 2.97◦

σ∆θ1 0.026◦ 2.06◦

σ∆θ2 0.026◦ 2.32◦

∆d 0.13 cm 22 cm

σ∆d 0.05 cm 16 cm

Figure 5.5(a) plots the ECDFs of the 50 AoA errors (25 tag positions per antenna

array location) for the LOS-only simulation and the multipath simulation. It can

be seen that in the multipath scenario, 60% of the AoA errors lie below θ = 3◦
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and that the maximum AoA error is ∆θ = 8.2◦. The ECDFs for the localization

errors P̂ (∆d ≤ d) for the 25 target tag positions are shown figure 5.5(b).

It must be noted that the localization approach with two antenna array positions

includes basic spatial and orientation diversity that influences the achieved values

for ∆d and σ∆d. However, the comparison of the AoA estimation errors and

standard error deviations is not affected by this interdependency.
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Figure 5.5: Error probabilities for the receiver beamforming localization approach
(a) Tag angle estimation error probabilities,

(b) Tag location estimation error probabilities

5.2.4 Improvement of the Localization Performance

The previous localization simulations have proven that multipath highly deteri-

orates the localization performance of the receiver beamforming system. In the

next sections, the influence of multipath reducing techniques (chapter 4) on the

localization performance is investigated. As far as possible, every technique will

be investigated individually to prevent interdependencies.

5.2.4.1 Antenna Type

Four possible antenna type (patch or dipole) combinations for the interrogator

receiver antenna array and the tag antenna are simulated to investigate their

influence on the localization performance. The polarization for all antennas is

assumed as vertical.
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It must be noted that the orientation of the tag antenna in the considered setup is

important for patch antennas because no signal energy is received or transmitted

towards the rear of the antenna. Thus, for the simulation, it is rotated towards

the x-axis to face the two antenna array locations A1 and A2.

The simulation results (table 5.3 and figure 5.6) show that the use of a patch

tag antenna increases the mean AoA accuracy as well as the mean localization

accuracy. However, since the tag has to face the antenna arrays, the practical

application is limited. On the other hand, replacing the interrogator dipole an-

tenna array with a patch antenna array is feasible in practice and improves the

mean localization accuracy by 7 cm (32%). The highest localization accuracy is

achieved by using patch antennas for the tag and the interrogator (improvement

of 11 cm/50%).

Table 5.3: AoA estimation and localization errors
(dipole tag antenna/patch tag antenna)

Parameter
Int.: Dipole
Tag: Dipole

Int.: Dipole
Tag: Patch

Int.: Patch
Tag: Dipole

Int.: Patch
Tag: Patch

∆θ1 2.71◦ 2.18◦ 1.92◦ 1.42◦

∆θ2 2.97◦ 2.40◦ 1.93◦ 1.48◦

σ∆θ1 2.06◦ 1.68◦ 1.33◦ 1.36◦

σ∆θ2 2.32◦ 2.02◦ 1.46◦ 1.34◦

∆d 22 cm 16 cm 15 cm 11 cm

σ∆d 16 cm 11 cm 10 cm 9 cm
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Figure 5.6: Error probabilities for different antenna type combinations
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5.2.4.2 Antenna Polarization

Three different system setups with matching polarizations (vertical, horizontal,

circular) of the tag and the interrogator antenna are simulated to investigate the

achievable localization accuracies. Mixed polarizations lead to signal attenua-

tion and perform equally or worse than matching polarizations in the previously

discussed fading simulations (chapter 4). Patch antennas are chosen for the inter-

rogator and the tag to achieve comparable results and the tag position is angulated

from the two antenna array positions A1 and A2.

From the two linear cases, vertical polarization outperforms horizontal polarization

with respect to localization accuracy (11 cm vs. 19 cm) as a result of the geometry

of the localization environment. Additional simulations show that other cases exist

where horizontal polarization performs better than vertical polarization. However,

in all scenarios, circular polarization achieves the lowest localization errors and

improves the accuracy of the monopole array system by 14 cm (64%) and the

mean standard error deviation by 11 cm (69%). The cumulated error density

functions (figure 5.7) confirm that circular polarization is required for an optimum

localization accuracy.

Table 5.4: AoA estimation and localization errors for different antenna polarizations

Parameter Vertical Polarization Horizontal Polarization Circular Polarization

∆θ1 1.42◦ 2.59◦ 0.97◦

∆θ2 1.48◦ 2.71◦ 1.03◦

σ∆θ1 1.36◦ 2.88◦ 0.80◦

σ∆θ2 1.34◦ 3.14◦ 0.90◦

∆d 11 cm 19 cm 8 cm

σ∆d 9 cm 16 cm 5 cm
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Figure 5.7: Error probabilities for different antenna polarizations
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5.2.4.3 Reflection Cancellation

For an assessment of the feasibility of reflection cancellation, simulations and

a cost-benefit analysis are required. A typical 50 cm × 50 cm pyramidal high-

frequency absorber costs around 60 e and has a guaranteed attenuation of -20 dB

in the UHF RFID frequency range. Table 5.5 lists the localization performance

for the standard localization environment and for an environment where different

signal paths are cancelled out. The number of required absorbers and the overall

costs are also included in the table. It can be seen, that attaching absorbers to

the ceiling increases the localization accuracy by 4 cm (18%) with relatively low

costs. Cancelling out all reflections except the floor signal path leads to a 15 cm

(68%) localization error reduction but also to high costs.

If circularly polarized patch antennas are used for the interrogator and the tag,

this effect is reduced. The reason is the fact that circular polarization attenuates

the reflected signal paths and patch antennas concentrate the transmitted energy

towards limited angles which also reduces the power level of the reflected signals.

Table 5.5: AoA estimation and localization errors for reflection cancellation

N = 7 N = 6 N = 2
Parameter All

Paths
All Except

Ceiling
All Except

wall1
All Except

wall2
All Except

wall3
All Except

wall4
Only
Floor

Absorbers - 4 4 2 5 3 18

Cost [e] - 240 240 120 300 180 1080

∆θ1 2.71◦ 2.36◦ 2.32◦ 2.78◦ 2.22◦ 2.49◦ 0.88◦

∆θ2 2.97◦ 2.66◦ 2.69◦ 2.67◦ 2.57◦ 2.94◦ 0.92◦

σ∆θ1 2.06◦ 1.74◦ 2.02◦ 2.09◦ 1.77◦ 1.89◦ 0.81◦

σ∆θ2 2.32◦ 1.96◦ 1.87◦ 1.85◦ 1.97◦ 2.20◦ 0.79◦

∆d 22 cm 18 cm 19 cm 20 cm 18 cm 20 cm 7 cm

σ∆d 16 cm 13 cm 16 cm 15 cm 14 cm 15 cm 5 cm

5.2.4.4 Frequency Diversity

The effects of frequency diversity on the localization performance are investigated

in the following bands: a) the European band (f1 = 865.6 MHz, f2 = 867.6 MHz),

b) the US band (f3 = 902 MHz, f4 = 928 MHz), c) the new European band

(f5 = 915 MHz, f6 = 925 MHz). Table 5.6 lists the results for the AoA and the

localization errors in comparison to the standard system with f = 866.5 MHz.

As expected from the previous findings (chapter 4), the localization accuracy in-

creases with the available frequency bandwidth (table 5.6). There is no improve-

ment in the European band, an improvement of 5 cm (23%) in the new European
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band and an improvement of 9 cm (41%) in the US band. This is also confirmed

by the cumulative error distribution functions in figure 5.8. The mean standard

error deviations are improved by 5 cm (31%, European band) and 7 cm (44%, US

band).

The same simulations are repeated for different room sizes and for different lo-

cations of the tag and antenna array grid to exclude an influence on the results.

There, the aforementioned effects were confirmed. However, an interesting finding

is that in most cases, higher system frequencies lead to lower AoA errors and to

higher localization accuracies.

Table 5.6: AoA estimation and localization errors for frequency diversity systems

Frequency Diversity
Parameter

Standard
System European Band US Band New Europ. Band

∆θ1 2.71◦ 2.91◦ 2.29◦ 2.84◦

∆θ2 2.97◦ 3.03◦ 1.73◦ 2.59◦

σ∆θ1 2.06◦ 2.26◦ 1.76◦ 1.95◦

σ∆θ2 2.32◦ 2.23◦ 1.73◦ 2.07◦

∆d 22 cm 22 cm 13 cm 17 cm

σ∆d 16 cm 17 cm 11 cm 9 cm
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Figure 5.8: Error probabilities for frequency diversity localization

5.2.4.5 Spatial Diversity and Antenna Orientation

Two additional antenna array positions are introduced in the measurement grid

to investigate the influence of spatial diversity on the localization system perfor-

mance: A3 = (3, 3, 1.5) m and A4 = (0, 3, 1.5) m (figure 5.9). Since the antenna

arrays have to be arranged in a 45◦ angle (section 5.2.1), orientation diversity is

applied simultaneously to spatial diversity.
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Figure 5.9: Localization setup with four antenna array positions

Using two array positions in the localization system, the target tag position is

estimated as the intercept point of the estimated angle-of-arrival lines. However,

for three or more array positions, more sophisticated methods are required. Due

to inaccuracies in the AoA estimation, the AoA lines do not intercept in one single

point but in a polygon (e.g. a triangle for three lines). One localization approach

is to estimate the tag position as the centroid of this polygon. However, with

an increasing number of polygon edges, the complexity increases. In addition,

there are cases where an intercept point lies far outside the measurement area

which makes the calculation of the centroid difficult and decreases the localization

accuracy. In the worst case, two AoA lines are parallel to each other and have no

intercept point.

A new multiangulation algorithm is introduced to overcome these limitations

and to estimate the target tag location from any number of estimated AoAs. The

task of this ’Nearest Point’ algorithm is to find the point Pm in the azimuth plane

of the antenna arrays which has the minimum Euclidean Distance from all AoA

lines. The detailed calculation steps are given in appendix C.2. In addition to

the considered two-dimensional case, it can also be used for three-dimensional

localization.

In a first spatial diversity simulation, all four AoA unit positions (i.e. four esti-

mated AoAs) are used to angulate the tag position with the nearest point algorithm

(table 5.7). The results show that the mean AoA estimation errors are different

for the different antenna array positions. The reason is the different geometry of
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the localization environment seen from the antenna array position which leads to

different multipath characteristics.

The spatial diversity system with four antenna array positions improves the lo-

calization accuracy by 10 cm (45%) and the mean localization error standard

deviation by 8 cm (50%) compared to the two-AoA system.

A different spatial diversity method is to angulate the tag position from the subset

of estimated AoAs belonging to the antenna array positions with the highest target

tag RSS (table 5.8). However, the simulation results show no improvement for this

approach compared to the four-AoA system. Instead, the localization accuracy

increases with an increasing number of considered AoAs. Figure 5.10 shows the

error distribution for all spatial diversity systems that confirm the aforementioned

findings. The error distribution for the angle estimation is not shown in figure

5.10 because it is identical for all spatial diversity systems.

Table 5.7: AoA estimation and localization errors for four antenna array positions

Parameter 4 AoAs 2 AoAs

∆θ1 2.71◦ 2.71◦

∆θ2 2.97◦ 2.97◦

∆θ3 2.69◦ -

∆θ4 2.57◦ -

σ∆θ1 2.06◦ 2.06◦

σ∆θ2 2.32◦ 2.32◦

σ∆θ3 2.04◦ -

σ∆θ4 1.91◦ -

∆d 12 cm 22 cm

σ∆d 8 cm 16 cm

Table 5.8: AoA estimation and localization errors for subsets of four antenna array
positions

Parameter 2 AoAs 2 of 4 AoAs 3 of 4 AoAs 4 AoAs

∆d 22 cm 17 cm 15 cm 12 cm

σ∆d 16 cm 13 cm 9 cm 8 cm



Chapter 5. Receiver Beamforming Localization 110

0 0.2 0.4 0.6
0

0.2

0.4

0.6

0.8

1

d [m]

P̂
(∆
d
≤
d
)

2 AoAs

2 of 4 AoAs

3 of 4 AoAs

4 AoAs

Figure 5.10: Error probabilities for spatial diversity

5.2.5 Optimum Localization System

The findings of the previous section are used to set up a receiver beamforming sys-

tem that achieves optimum localization performance in multipath environments.

This system has the following properties:

- Root MUSIC AoA estimation with three-element antenna arrays and aver-

aging of phase-difference measurements

- Multiangulation with the nearest point algorithm

- Spatial and orientation diversity with four antenna array positions

- Patch antennas for the tag and the interrogator

- Circular antenna polarization for the tag and the interrogator

Since the objective is to universally optimize the achievable localization accuracy,

reflection cancellation is not considered because it is limited to specific scenarios.

Frequency diversity is also not considered because current frequency regulations

prevent a global use.

The simulated localization performance of the improved system (table 5.9 and fig-

ure 5.11) shows that the mean AoA estimation accuracy for all considered antenna

array positions is increased from 2.84◦ to 0.31◦ (90% improvement) and the mean

standard error deviation from 2.19◦ to 0.29◦ (88% improvement). The localization

accuracy is improved by 91% (from 22 cm to 2 cm) and the mean localization error

standard deviation by 94% (from 16 cm to 1 cm).
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It must be noted that the achieved values are ideal because the orientation of the

tag antenna is changed for the AoA estimation of each antenna array position in a

way that it faces the array. However, the results clearly show that the localization

performance of passive UHF RFID receiver beamforming localization systems can

be highly improved by using multipath reducing techniques.

Table 5.9: AoA estimation and localization errors for the
optimized localization system

Parameter Basic Approach Improved Approach

∆θ1 2.71◦ 0.34◦

∆θ2 2.97◦ 0.32◦

∆θ3 - 0.29◦

∆θ4 - 0.28◦

σ∆θ1 2.06◦ 0.31◦

σ∆θ2 2.32◦ 0.32◦

σ∆θ3 - 0.26◦

σ∆θ4 - 0.25◦

∆d 22 cm 2 cm

σ∆d 16 cm 1 cm
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Figure 5.11: Error probabilities for the basic and the improved localization systems
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5.3 Experimental Verification of the Localization Perfor-

mance

In order to verify the localization performance of the optimum receiver beamform-

ing localization approach in real-world measurements, the simulation scenario with

the grid of 25 tag positions and the four AoA units (figure 5.9) is rebuild in a phys-

ical experimental testbed.

5.3.1 Experimental Testbed

The experimental testbed consisted of multiple AoA units which comprised a DSP

unit and a three-element antenna array (figure 5.1).

5.3.1.1 DSP Unit

According to the localization principles (section 5.1), a measurement of the phase

differences between the receiver signals of adjacent antenna array elements is re-

quired to apply the Root MUSIC algorithm. Thus, the DSP unit could be realized

by combining three standard UHF RFID interrogators that communicate with the

tag and then provide the phase information of the received tag signal. However,

there was no commercial product available that provides a phase measurement.

Additionally, the three interrogators would need a synchronisation mechanism to

achieve an in-phase signal measurement. Thus, the design of a new DSP unit was

necessary.

The phase difference, ∆ϕ1,2, between two receiver signals x1 = r1 · ejϕ1 and x2 =

r2 · ejϕ2 is the argument of their cross-correlation product

∆ϕ1,2 = arg {x∗1x2}

= arg
{
r1 · e−jϕ1 · r2 · ejϕ2

}
= arg

{
r1 · r2 · ejϕ2−jϕ1

}
,

= ϕ2 − ϕ1

where ∗ denotes the complex conjugate. For a calculation of the cross-correlation

product in a signal processing system, a time-discrete sampling of the receiver

signal was required. However, since the carrier frequency of the wireless signals in
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passive UHF RFID systems lies in a range between 860 MHz and 960 MHz, very

complex and expensive analogue-to-digital converters (ADC) would be required.

A different approach that requires only standard, cost-effective ADCs is to sample

the I/Q demodulated baseband receiver signals that have a frequency of fBB =

40 kHz...320 kHz. For a continuous baseband signal, the phase difference between

x1 and x2 is given as

∆ϕ1,2 = arg {x∗1x2} = arg {(I1 − jQ1) · (I2 + jQ2)} . (5.14)

If n = 1...N samples of the I/Q components of the two antenna array element

receiver signals x1 and x2 are available in I1[n], I2[n] and Q1[n], Q2[n], respectively,

∆ϕ1,2 can be calculated as

∆ϕ1,2 = arctan


N∑
n=1

I2[n]Q1[n]− I1[n]Q2[n]

N∑
n=1

I1[n]I2[n] +Q1[n]Q2[n]

 (5.15)

The advantage of the correlation method is that it uses all of the acquired samples

to calculate the correlation product for every single pair of I and Q samples. This

averages and reduces the signal noise.

The main components of the new DSP unit are three radio-frequency (RF) front-

ends that amplify and demodulate the receiver signals of the antenna array el-

ements to provide their analogue I and Q components which are then sampled.

A microcontroller calculates angle-of-arrival from the averaged phase difference

∆ϕmean (equation (5.5)) using the cross-correlation of the I and Q samples (equa-

tion (5.15)). Synchronization among the RF front-ends is achieved by means of a

common in-phase local oscillator signal. A detailed block diagram and a picture

of the DSP unit are included in appendix C.3.1.

5.3.1.2 Three-Element Antenna Array

The analyses in the previous sections have shown that the optimum localization

performance is achieved by using a circularly polarized patch antenna array for

the AoA unit. However, designs for this type of array could not be found in the

literature or in commercial products which required the development of a novel

design. For clarity reasons, the following text describes all design steps for a
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transmitter antenna array. Since all antenna characteristics are reciprocal, its

performance is equal for transmitting and receiving signals.

As described before, the new antenna array should consist of N = 3 elements and

its overall size should not exceed the size of an A4 paper sheet (210 mm × 297 mm).

Furthermore, it was beneficial if it could be built in an industrial process on FR4

(Flame Retardant 4, composite material for printed circuit boards) board which

allows a lightweight and low-cost design. With respect to these requirements, a

linearly polarized microstrip patch antenna (figure 5.12) was chosen as the basis

for the new design. A substrate material (e.g. FR4) of size Wsub × Lsub × Hsub

separated the microstrip antenna element of size Wpatch × Lpatch × Hpatch from a

ground plane that had the same size as the substrate. Since the typical thickness

of the copper layers for the ground plane and the antenna element was only 35µm,

it was not considered in the following calculation of the antenna dimensions.

Feeding PointPatch Element Substrate

(a)

Feeding Line

Patch Element

Substrate

Ground Plane

(b)

Figure 5.12: Structure of a microstrip patch antenna: (A) Top view, (B) Side view

For the excitation, a coaxial pin feed was chosen because it allows an easier and

more robust assembly of the antenna compared to a microstrip line (a copper line

that leads from the edge of the substrate to the edge of the patch element) feed. In

addition, the feeding point could be placed at any location of the patch element in

order to influence the input impedance. Furthermore, the coaxial feed had lower

spurious radiation than a microstrip.
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The geometry of the patch element and the substrate depended on the dielectric

constant of the substrate, εr, the height of the substrate, Hsub, and the desired

operating frequency, f0.

After designing a single linearly polarized patch antenna for the UHF RFID fre-

quency range, it could be adapted for circular polarization and then extended with

further elements to form a linear uniform array.

The bandwidth of the worldwide UHF RFID frequency regulations is BWRFID =

100 MHz (860 MHz to 960 MHz). Since the bandwidth BWMS of a microstrip patch

antenna is limited to around 0.02·f0 ≤ BWMS ≤ 0.05·f0 [256] (18 MHz ≤ BWMS ≤
46 MHz for the global center frequency f0 = 910 MHz ), it can only support one

of the global bands. Thus, the target frequency for the new design was assumed

to be the center frequency of the European UHF RFID range (f0 = 866.6 MHz).

Standard values for FR4 substrate were εr = 4.3 and Hsub = 1.5 mm.

Using the equations given in [257], the width of the patch element was calculated

as

Wpatch =
c

2f0

√
εr+1

2

= 106.30 mm. (5.16)

The length Lpatch was derived from the effective dielectric constant for the width

of the antenna εeff,W with

εeff,W =
εr + 1

2
+
εr − 1

2
· 1√

1 + 12 Hsub

Wpatch

= 4.04 (5.17)

as

Lpatch =
c

2f0
√
εeff,W

− 0.824Hsub ·
(εeff,W + 0.3)

(
Wpatch

Hsub
+ 0.264

)
(εeff,W − 0.258)

(
Wpatch

Hsub
+ 0.8

) = 83.25 mm

(5.18)

The width Wsub and the length Lsub of the substrate should exceed the dimensions

of the patch element by at least 6 ·Hsub:

Wsub = 6Hsub +Wpatch = 115.3 mm (5.19)

Lsub = 6Hsub + Lpatch = 92.25 mm (5.20)

For the location of the feeding point, xfeed = Wpatch/2 = 53.15 mm should be

chosen [257] and yfeed was derived from the effective dielectric constant εeff,L for
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the length of the antenna

εeff,L =
εr + 1

2
+
εr − 1

2
· 1√

1 + 12 Hsub

Lpatch

= 4.64 (5.21)

as

yfeed =
Lpatch

2
√
εeff,L

= 19.33 mm. (5.22)

The performance of the antenna design that was derived from the universal equa-

tions was investigated by means of simulations. For this purpose, the software

FEKO1 was used which is a three-dimensional electromagnetic simulation tool that

is based on the Method of Moments (MoM) integral formulation of the Maxwell

Equations. It consists of three programs called CADFEKO, FEKO Solver and

POSTFEKO. In CADFEKO, a three-dimensional CAD model of the antenna is

drawn and all material properties (e.g. the dielectric constant of the substrate)

are defined. Then, the desired simulation result (e.g. three-dimensional gain pat-

tern) is specified and the FEKO Solver is started which applies the MoM method

to execute the simulation. Following the simulation phase, POSTFEKO provides

different types of plots (e.g. Cartesian or polar) to visualize the simulation results.

Pictures of CADFEKO and POSTFEKO for the design of the microstrip patch

antenna are provided in appendix C.1.

At this first stage of the antenna design process, the most important performance

criterion was the reflection coefficient (or return loss) S11. In units of dB, it is

defined as

S11 = 10 log10

Pincident

Preflected

dB, (5.23)

where Pincident is the signal power generated from the signal source that is feeding

the antenna and Preflected is the signal power that is reflected back from the antenna

to the signal source. The radiated power of the antenna is

Pradiated = Pincident − Preflected. (5.24)

The amounts of incident and reflected power depend on the impedances ZS and

Zant of the source and the antenna, respectively. Thus, the reflection coefficient

can also be expressed as

S11 = −20 log10

∣∣∣∣Zant − Z∗S
Zant + ZS

∣∣∣∣ (5.25)

1Feldberechnung für Körper mit beliebiger Oberfläche (German for ’field calculations involving bod-
ies of arbitrary shape’)
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If the impedances of the source and the antenna are matched (Zant = Z∗S), all

incident signal power is radiated by the antenna (Pradiated = Pincident and Preflected =

0 W) and the return loss will approach zero. However, in reality, it is not possible

to realize perfect matching. As a rule of thumb, S11 ≤ −10 dB is sufficient as

a design target because it means that 90% of the input signal energy is radiated

by the antenna [140]. The typical source impedance in wireless communication

systems is ZS = 50 Ω. Thus, the objective of the antenna design was to achieve

close approximation of Zant = 50 Ω.

The simulation of the newly designed patch antenna delivered an input impedance

of Zant = (25.7 − j1.6) Ω and a reflection coefficient of S11 = −10 dB for f0 =

866.6 MHz which was equal to the target S11. However, the minimum value of S11

lay at f = 861.7 MHz. The parameters of the antenna geometry can be adapted

to shift the minimum S11 value to the target frequency so that it radiates the

maximum possible signal power at this frequency. The software FEKO allows

an automatic optimization of the geometry parameters Wpatch, xfeed and yfeed to

achieve a minimum S11 at the target frequency. After setting a desired range for the

respective parameter (e.g. xfeed = 0...Wpatch) and a desired target parameter value

(e.g. S11 minimal at f0 = 866.6 MHz), FEKO simulated all possible parameter

values and identified the optimum. It is also possible to define multiple variable

parameters and optimization goals.

The results of the design optimization process were as follows: Wpatch = 105.6 mm,

Lpatch = 82.703 mm, xfeed = 18.515 mm, yfeed = 15.438 mm, Wsub = 114.6 mm,

Lsub = 91.703 mm. The simulated S11 for this design showed that the minimum

(S11 = −23.1 dB) now corresponded to the target frequency and that the input

impedance for f0 = 866.6 MHz was now Zant = (43.8 + j4.26) Ω. The simulated

bandwidth of the antenna (all frequencies with S11 < −10 dB) was 12.1 MHz,

corresponding to a frequency range of 860.8 MHz to 872.9 MHz which covered the

full European UHF RFID range.

As a next step, the maximum gain of the antenna was simulated and investigated.

The gain, in general, is expressed in units of dBi and defines the factor between the

power radiated by the considered antenna compared to a lossless isotropic antenna

if both antennas are fed with the same signal power. Typical interrogators for

passive UHF RFID systems generate an output power of 500 mW (27 dBm). Thus,

a maximum antenna gain of 3 dBi is sufficient to reach the allowed interrogator

transmitter power of 30 dBm EIRP (Equivalent Isotropically Radiated Power).

The simulation of the revised patch antenna showed a maximum gain of only
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Gmax = −3.62 dBi which was most probably caused by losses in the FR4 substrate.

Thus, a thicker substrate and/or a substrate with a lower εr had to be used to

increase the gain of the antenna [257]. The maximum available thickness of double

sided copper coated FR4 material was 3.2 mm. Using this substrate, a maximum

gain of Gmax = 0.47 dBi was achieved which is still too low for a passive UHF

RFID localization system.

For a further gain improvement, it was necessary to use a different substrate

material. Air has the lowest possible dielectric constant of εr ≈ 1 and can be used

as a substrate if the antenna element is separated from the ground plane by an

air gap. The patch element and the ground plane could then be realized on two

separate FR4 boards. The height of the air gap was chosen as Hsub = 5 mm to

achieve a low overall thickness of the antenna. This design delivered a maximum

simulated gain of Gmax = 6 dBi which was more than sufficient for the target

application. However, the practical assembly of an air gap antenna was difficult

and the antenna had a limited stability against mechanical forces. Thus, it was

reasonable to apply a robust substrate material that has a lower εr than FR4

material. A 5 mm polyvinyl chloride (PVC) board was inexpensive, very robust

and had a dielectric constant of εr = 2.9. After replacing the air gap with a

PVC substrate material, the patch antenna achieved a maximum simulated gain

of Gmax = 4.5 dBi.

The two existing techniques to achieve circular polarization are the dual feed

method and the single feed method (figure 5.13). Both methods utilize a rect-

angular patch antenna element of size Lpatch × Lpatch. The dual feed technique

applies two excitation points F1, F2 that have to be fed with 90◦ phase shifted

versions of the source signal signal. This would require an external power divider

to generate the phase shifted signals from a single feeding source which increases

the complexity and cost of the antenna. The single feed method only needs a

single excitation point F and two edges of the patch element have to be cut which

was easy to realize using the described FR4 and PVC based solution.

The software FEKO was thus used to adapt the design of the linearly polarized

microstrip patch antenna to a single feed circularly polarized antenna. Differ-

ent optimisation processes were executed to maintain the high gain and the low

reflection coefficient for the target frequency.

The most important performance parameter of a circularly polarized antenna is

the axial ratio R that defines the ratio of the two orthogonal components of the

radiated electrical field. For perfect circular polarization, both components have
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(a) (b)

Figure 5.13: Excitations for circularly polarized microstrip patch antennas:
(A) Dual feed, (B) Single feed

to be identical, i.e. the axial ratio is R = 1 = 0 dB. This parameter was also

taken into account in the optimization process.

The final design of the single circularly polarized microstrip patch was as follows:

Lpatch = 92 mm, Lsub = 131 mm, Hsub = 5 mm, xfeed = 46 mm, yfeed = 21 mm.

This design delivers the following simulation results for f0 = 866.6 MHz: Gmax =

4.7 dBi, S11 = −11.3 dB, R = 1.14 = 0.56 dB.

Three single microstrip patch antenna elements were combined to form a linear

uniform antenna array with the inter-element spacing s. As previously described,

s had to be smaller than λ/2 (λ/2 = 173 mm for f = 866.6 MHz) but had to be

high enough to minimize mutual coupling between the elements. Simulations of

the S21 parameter (i.e. the ratio between the transmitted signal power of element

2 and the part of the transmitted power that couples into element 1) using the

new three-element design showed that the S21 did not significantly increase for an

inter-element spacing larger than s = 160 mm which was smaller than λ/2 and

thus an optimum value. Figure 5.14 depicts the final design of the new antenna

array. The sizes of ground plane and the substrate were increased to achieve a

symmetrical look and an overall dimension of 480 mm × 160 mm. Although the

width of the antenna array exceeded the width of an A4 paper sheet, the length

was smaller and the overall area was close to the area of an A4 paper (624 cm2

for an A4 paper sheet and 768 cm2 for the array). Figure 5.15 shows a picture

of the assembled array that was constructed according to the simulation results.
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Table 5.10 compares the simulated and the measured antenna parameters as mean

values over the full European UHF RFID range.
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Figure 5.14: Final design of the circularly polarized patch antenna array (all dimen-
sions in mm)

Figure 5.15: Picture of the circularly polarized patch antenna array

Table 5.10: Simulation and measurement results for the new circularly polarized
microstrip patch antenna array

Single Elements Full Array
S11 [dB] Zant [Ω] Gmax [dBi] BW [MHz] R [dB] S21 [dB] S31 [dB]

Simulation -10.3 55.2+j29 8.5 66 (854-920) 1.8 -20.9 -24.3

Measurement -15.4 41.9-j15.7 8.2 70 (812-882) 1.3 -18.5 -25.2

The antenna array was connected to the DSP unit by means of cables. Since very

small length differences of the cables led to high phase shifts of the received tag

signal at the input of the DSP unit, the phase shifts of the cables were deter-

mined in measurements (e.g. using a network analyzer) and equalized in the AoA

calculation.

Since there were no constraints on the size of the transmitter antenna for the AoA

unit, a circularly polarized patch antenna with a higher gain was used. Details of

this antenna are given in appendix C.3.2.
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All components of the AoA unit (receiver antenna array, DSP unit, transmitter

antenna) were mounted onto a wooden stand that did not generate additional

reflections in the measurement setup. The receiver antenna array was arranged at

a height of 1.5 m. Measurements of the mutual coupling between the transmitter

antenna and the receiver antenna array showed that a minimum spatial separation

of 0.5 m between the antennas was required to guarantee an optimum functionality

of the AoA unit. A picture of the full AoA unit is provided in appendix C.3.3.

5.3.1.3 Target Tags

For the localization experiments, two different types of passive UHF RFID target

tags were used: 1) the UPM RaflaTac DogBone, being the most commonly used

commercially available label tag and consisting of a tag IC and a linearly polarized

folded dipole antenna, 2) the optimum localization system required the use of a

circularly polarized target tag. However, since there are no commercial circularly

polarized tags available, a standard tag IC was matched to a 50 Ω load by means

of a transmission line transformation on FR4 board. Then, the same circularly

polarized patch antenna that was used as the AoA unit’s transmitter antenna was

connected to the custom tag.

Details of the two tags are given in appendix C.3.4.

For localization measurements, the target tag was mounted onto a wooden stand

at a height of 1.5 m.

5.3.2 AoA and Localization Measurements

Different measurements were conducted in five real-world scenarios at Cologne

University of Applied Sciences to verify the performance of the new receiver beam-

forming localization method and the new AoA units:

- Scenario S1: The anechoic chamber (AoA measurements)

- Scenario S2: An outdoor balcony (AoA measurements)

- Scenario S3: A standard seminar room (same as for the simulations in this

chapter; AoA and localization measurements)

- Scenario S4: A machine hall (AoA and localization measurements)

- Scenario S5: A machine hall with an additional scatterer in measurement

zone (AoA and localization measurements)
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The different scenarios were chosen to represent typical indoor application envi-

ronments with differing influences of multipath reflections (no reflections in the

anechoic chamber, only floor reflection on the outdoor balcony, all reflections in

the other scenarios). In the machine hall, the measurement grid was surrounded

with metallic objects such as machines or closets which created additional reflec-

tions towards different directions. The additional scatterer (a metallic cylinder

with a diameter of 0.55 m and a height of 0.6 m) in scenario S5 that was placed

at tag position 13© (center of the measurement grid) blocked the LOS path to

different AoA unit positions and led to new reflections that originated within the

measurement grid and thus had short path lengths and high signal powers. Pic-

tures of the different setups and localization environments are given in appendix

C.4.

Target tag angle-of-arrival measurements with one AoA unit were conducted in

scenarios S1 and S2. In the anechoic chamber (S1), the antenna array was mounted

onto a movable antenna positioner that rotated the array in 5◦ steps in a range of

−45◦ ≤ θ ≤ 45◦ (figure 5.16). A UPM Raflatac DogBone tag was fixed to a center

position at a distance of 3.00 m from the array.

DSP

Unit

Antenna Array

Tag

Positioner

High-Frequency 

Absorbers

Figure 5.16: Drawing of the setup for the AoA measurements in the anechoic chamber
(scenario S1, top view)

Figure 5.17 compares the measured AoAs for all N = 26 antenna array angles

with the actual tag angles. The mean AoA estimation error ∆θ and the mean

standard error deviation σ∆θ are calculated according to equations (5.7) and (5.10),

respectively. For the AoA measurement in the anechoic chamber (S1), the mean

error was ∆θS1 = 1.41◦ and the mean standard error deviation σ∆θ,S1 = 1.20◦.
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Figure 5.17: Results of the AoA measurements for scenarios S1 and S2

In scenario S2 (outdoor balcony), the tag was moved on a straight line in front

of the AoA unit’s antenna array in a range of −45◦ < θ < 45◦ by means of

a nylon cord (figure 5.18). An AoA measurement was performed for N = 100

equally spaced tag positions (figure 5.17). The achieved mean AoA error was

∆θS2 = 2.61◦ and the mean error standard deviation σ∆θ,S2 = 2.21◦. The reason

for the high AoA errors for θ > 38◦ was the presence of a metallic object in the

measurement environment.

2.5 m 2.5 m

2
.5

 m

meas

Tag 

DSP Unit

Figure 5.18: Drawing of the setup for the AoA measurements on the university
balcony (scenario S2, top view)
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The ECDFs for the two AoA measurements (figure 5.19) show that all AoA errors

in the anechoic chamber lie below 4◦. In the balcony measurement, 75% of the

errors lie below 4◦ and 90% below 6◦. This confirms the influence of multipath on

the localization performance.
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Figure 5.19: Error probabilities of the AoA measurements for scenarios S1 and S2

For further measurements, four AoA units were set up in scenarios S3, S4 and

S5 together with the tag position grid as depicted in figure 5.9. The tag location

was angulated using the four estimated angles-of-arrival and the nearest point

algorithm. Table 5.11 lists the achieved mean AoA error (mean value for all four

antenna array positions) and the achieved localization accuracies. For the sake of

completeness, additional measurements were conducted in the seminar room (S3)

and the machine hall (S4) using a circularly polarized patch antenna for the tag

(scenarios S3circ and S4circ).

The measurement results show that the AoA estimation and localization accu-

racies decreased and the standard error deviations increased with an increasing

influence of multipath reflections on the receiver signals. Due to the same number

of reflection paths in the seminar room and the machine hall, the error values lie

in the same range. The most probable reason for the slightly lower error values

in the machine hall is that the metallic objects in the localization environment

scatter the reflected signal power away from the measurement grid.
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An interesting finding is that a relatively high localization performance (∆dS5 =

35 cm) was achieved in the machine hall with the additional scatterer where the

influence of multipath was very high and the line-of-sight of several target tag

positions was blocked.

The circularly polarized tag antenna improved the localization performance in

scenarios S3 and S4. The mean AoA errors were decreased by around 40% and

the mean error standard deviation by around 50%. For the localization results,

improvements of 50% and 60%, respectively were achieved. From all conducted

measurements, the highest localization accuracy (10 cm) and the lowest standard

error deviation (5 cm) were achieved with circularly polarized antennas in the ma-

chine hall scenario. Up to date, better localization results have not been reported

in the literature considering environments with similar multipath characteristics.

Figure 5.20 compares the error probabilities for the three basic scenarios S3, S4

and S5. The comparison of the localization performance for a linear tag and a

circular tag in S3 and S4 is depicted in figure 5.21.

In the measurements, a low mean processing time of 80 ms for the estimation of

one angle-of-arrival was achieved. Consequently, the full localization processing

time for acquiring four AoAs and angulating the target tag position was around

400 ms which corresponded to an update rate of 2.5 Hz.

Table 5.11: AoA and localization measurement results for all scenarios

Scenario Environment ∆θ [◦] σ∆θ [◦] ∆d [cm] σ∆d [cm]

S1 Anechoic Chamber 1.41 1.20 - -

S2 Balcony 2.61 1.48 - -

S3 Seminar Room 4.42 3.97 24 17

S4 Machine Hall 4.26 3.63 21 14

S5
Machine Hall
with Scatterer

6.52 6.03 35 29

S3circ
Seminar Room
(Circular Tag)

2.58 1.82 11 7

S4circ
Machine Hall
(Circular Tag)

2.64 1.77 10 5
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Figure 5.20: Error probabilities for the localization scenarios S3, S4, S5

0 10 20 30
0

0.2

0.4

0.6

0.8

1

θ [◦]

P̂
(∆
θ
≤
θ)

Scenario S3

Scenario S3circ

Scenario S4

Scenario S4circ

0 0.2 0.4 0.6 0.8
0

0.2

0.4

0.6

0.8

1

d [m]

P̂
(∆
d
≤
d
)

Scenario S3

Scenario S3circ

Scenario S4

Scenario S4circ

Figure 5.21: Error probabilities for the linear and the circular tag in scenarios S3 and
S4

5.4 Summary

A receiver beamforming technique for target tag localization in passive UHF RFID

systems has been presented which uses the Root MUSIC algorithm to estimate

the angle-of-arrival of a target tag signal.

In a standard simulation scenario (university seminar room), the basic localiza-

tion approach has been analysed and the degradation of the achieved localization

performance through multipath has been demonstrated.
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Multipath reducing techniques have been used to improve the achievable localiza-

tion performance. The following improvements have been achieved with respect to

the localization accuracy (the improvements in the mean standard error deviations

have been shown to be similar):

• Frequency diversity in the new EU band: 23%

• Spatial and orientation diversity: 45%

• Antenna types: 32% (dipole tag) and 50% (patch tag)

• Antenna polarization: 64% (circular system)

Reflection cancellation reduces the simulated localization error by up to 68% but

its practical feasibility is limited. The same is true for a circularly polarized tag

antenna.

The findings of the improvement analysis have been used to set up an optimum

receiver beamforming system that has been able to localize the target tag with a

mean simulated accuracy of 2 cm in typical multipath environments (improvement

of 91% compared to the basic approach).

A new multiangulation method (nearest point algorithm) has been proposed and

has been used for the spatial diversity approach where more than two angles-of-

arrival had to be processed.

Based on the theoretical principles of the receiver beamforming approach, a novel

experimental testbed has been designed and build which utilizes signal correlation

for the Root MUSIC phase-difference measurements. The performance of the

new receiver beamforming localization system has been demonstrated in multiple

real-world measurements. In a standard system setup with a linearly polarized

tag, a high mean localization accuracy of 21 cm and a low mean standard error

deviation of 14 cm have been achieved in a typical multipath environment. Even

in harsh multipath environments, the localization accuracy and reliability have

shown to remain high. The optimum performance has been achieved in a system

with a circularly polarized tag (localization accuracy of 10 cm and standard error

deviation of 5 cm). A comparable performance has never been achieved under

equal multipath conditions.



Chapter 6

Transmitter Beamforming

Localization

The investigations of existing beamforming techniques in chapter 2 have led to

the belief that digital transmitter beamforming is ideally suited for the realization

of a passive UHF RFID localization system which achieves sufficient localization

accuracy in typical application scenarios.

Transmitter beamforming can be utilized to estimate the target tag direction in an

angulation system where antenna arrays are used as the interrogator’s transmitter

antenna. The simplest approach is to measure the RSS of the backscattered tag

signal while pivoting the antenna array’s main lobe in the azimuth plane. The

main lobe angle that corresponds to the maximum RSS is then identified as the

target tag angle. It is shown that multipath highly deteriorates the achievable

angle estimation accuracy of this technique.

In order to improve this accuracy, a novel angle estimation technique is introduced

that does not rely on signal power measurements but utilizes the precisely defined

response threshold (i.e. the sensitivity) of passive UHF RFID tags. It is called

’angle-of-activation’ (AoAct) because the angle estimation process is only based

on the readability of the target tag (i.e. its activation). In contrast to the receiver

beamforming AoA technique, it has two advantages: 1) the main lobe pivoting

process distributes the interrogator transmitter power towards different directions

thereby changing the multipath characteristics of the wireless channel (see antenna

orientation in section 4.2.5), 2) only a minimum transmitter power is used which

guarantees that the tag is not activated by reflections.

128
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Simulations of the basic AoAct algorithm reveal the potential to achieve improved

angle estimation accuracy and improved processing time. Thus, the basic algo-

rithm is optimized accordingly and every step in the optimization process is verified

by simulations.

For an experimental verification of the AoAct localization performance, a testbed

is designed on the principles of digital transmitter beamforming. It is used for

measurements in typical indoor application scenarios and the results are compared

to the receiver beamforming system. It is shown that the new AoAct method needs

higher processing times than the AoA method but it outperforms AoA with respect

to the localization accuracy and robustness.

6.1 Localization Principle

The basic transmitter beamforming AoAct localization system is identical to the

receiver beamforming AoA system that was introduced in section 5.1 (figure 5.1).

A number of N ≥ 2 AoAct units that consist of an antenna array and a DSP

unit are used to estimate the angles θtag,n = θtag,1...θtag,N between the antenna

array and the target tag from different locations. After estimating all angles, the

location of the tag is calculated using a multiangulation method (e.g. the nearest

point algorithm).

The AoAct units are, in principle, modified UHF RFID interrogators that use

an antenna array as their transmitter antenna. The objective of the localization

system is to estimate the position of the target tag Lt = (xt, yt) in an azimuth

plane of the localization environment (section 5.1). The z-coordinate of this plane

is determined by the height in which the AoAct unit’s antenna arrays are arranged.

The transmitter beamforming technique (section 2.4) is utilized to determine the

tag angles θtag,n as described in the following.

The beam pattern of a uniform linear antenna array with l = 0...L− 1 elements is

manipulated by changing the complex weights wl in the feeding lines of the array

elements which are defined as

wl = Ale
jϕl , (6.1)

where Al and ϕl are the absolute value and the phase of the lth weight, respectively.
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The resulting beam pattern B(θ) in the azimuth plane of the array is calculated

as [200]

B(θ) = e−j(
L−1

2 )φ
L−1∑
l=0

w∗l e
jlφ, (6.2)

with φ = 2πs
λ

cos θ. s is the inter-element spacing of the antenna array and θ is the

the azimuth angle of the antenna array with respect to the normal of the straight

line in which the antenna elements are arranged. Examples of beam patterns that

are generated by applying different weights wl are depicted in figure 6.1.
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Figure 6.1: Examples of transmitter beamforming beam patterns

If a constant absolute weight value of Al = 1 is assumed and the phase shift ∆ϕ

between the weights of two adjacent antenna array elements is constant (∆ϕ =

ϕl+1−ϕl = const for all l = 0...L− 1, where ϕl is the phase of the weight wl), the

main lobe angle θML with respect to the normal of the array is [258]

θML = arcsin

(
∆ϕ

ks

)
, (6.3)

with k = 2π
λ

.

For the same reasons that were mentioned for the receiver beamforming method

(size, hardware complexity, cost, etc.; section 5.1), a three-element antenna array

(L = 3) was chosen here for the transmitter beamforming approach.

A constant phase shift ∆ϕ between the weights of two adjacent array elements

can be achieved by setting the three weight phases to ϕ0 = ϕ, ϕ1 = 0, ϕ2 = −ϕ
(e.g. ϕ0 = 45◦, ϕ1 = 0, ϕ2 = −45◦).
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The minimum and maximum possible ϕ values for fixed values of λ and s can be

found by setting the argument of the arcsin function in equation (6.3) to one and

solving the argument function for ∆ϕ. For λ = 0.345 m (according to the centre

frequency of the European UHF RFID range) and s = 0.16 m (according to the

patch antenna array presented in the previous chapter), the usable ϕ range is

ϕ = ϕmin...ϕmax = −167◦...167◦.

This corresponds to a maximum pivoting range for the main lobe direction θML of

θML = θML,min...θML,max = −90◦...90◦.

6.2 Simulation of the Localization Performance

Simulations of the localization performance were conducted using the simulation

environment introduced in chapter 3 and the same typical application scenario as

for the receiver beamforming localization (university seminar room with 25 target

tag locations; figure 5.3 in section 5.1). The simulation environment was extended

in a way that variable beam patterns for the interrogator transmitter antenna

array were calculated based on the beamforming equation (6.2). The array was a

circularly polarized patch antenna array with L = 3 and s = 0.16 m and the tag

comprised a linearly polarized dipole antenna.

6.2.1 RSS-Based Tag Angle Estimation

The simplest approach to use transmitter beamforming for a target tag angle

estimation is as follows. The main lobe direction θML is pivoted from θML,min to

θML,max in angular steps of ∆θstep by varying the phase of the weights ϕ from ϕmin

to ϕmax in steps of ∆ϕstep. Simultaneously, the received signal power PRx,BF of

the backscattered tag signal at the interrogator is measured. Then, the main lobe

angle that corresponds to the maximum PRx,BF value is used as an estimate for

the target tag angle θtag.

For the simulation of this approach, antenna array location A1 was chosen and no

reflections were assumed (i.e. only the LOS signal was present). In this simulation,

a mean tag angle estimation error for the 25 tag locations of ∆θLOS = 0.28◦ was

achieved with a mean error standard deviation of σ∆θ,LOS = 0.16◦.
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After adding multipath (i.e. all first-order reflections; number of signal paths

N = 7) to the simulation, the error values were ∆θMP = 2.45◦ and σ∆θ,MP = 2.29◦.

The ECDFs of the LOS-only and the multipath simulations (figure 6.2) show that

the influence of multipath reflections highly increases the error of the angle esti-

mation process which was caused by a false identification of the maximum PRx,BF

due to constructive and destructive interference. The maximum angle estimation

error for one target tag location in the multipath scenario was very high (10◦).

The residual angle estimation error of 0.28◦ for the LOS-only simulation is explain-

able by the resolution ∆θstep of the main lobe pivoting process. In the simulations,

the phase ϕ of the beamformer weights was increased stepwise by ∆ϕstep = 1◦

which corresponds to an angular main lobe shift of ∆θstep = 0.34◦. Thus, the

mean angle estimation error of the LOS-only simulation must lie in the same

range.
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Figure 6.2: Error probabilites for RSS-based transmitter beamforming
tag angle estimation

For a better visual comparison, all simulated angle estimation accuracies and

the mean standard error deviations for the RSS-based transmitter beamforming

method are listed in table 6.1.

Table 6.1: Simulated tag angle estimation errors for the RSS-based transmitter
beamforming localization method

Simulation Scenario ∆θ [◦] σ∆θ [◦]

TxBf, no multipath 0.28 0.16

TxBf, multipath 2.45 2.29

TxBf, multipath and circularly polarized tag 0.83 0.63

TxBf, multipath and spatial/orientation diversity 1.62 1.35

RxBf, multipath and spatial/orientation diversity 1.76 1.29
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The use of a circularly polarized antenna for the tag in the multipath scenario

reduced the angle estimation error by 66% because the influence of reflections on

the antenna array receiver signals was highly reduced. However, compared to the

LOS-only case, the error was still high.

If all four antenna array locations A1...A4 (figure 5.3, section 5.1) were used in

a diversity approach (spatial and orientation diversity), the mean tag angle esti-

mation error for the multipath scenario was reduced by 34%. Although this error

and standard error deviation lay in same range as for the receiver beamforming

approach, the aim of the research in this chapter is to further optimize the angle

estimation process in multipath environments. For this purpose, the new AoAct

target tag angle estimation approach is introduced which does not rely on RSS

measurements.

6.2.2 AoAct-Based Tag Angle Estimation

The response threshold of passive UHF RFID tags is defined as the minimum

received signal power that is required to activate the tag (i.e. the sensitivity of

the tag Psens,tag). It is reported in the literature that Psens,tag is a precisely defined

threshold, i.e. if the received signal power PRX,tag is minimal lower than Psens,tag

(typically only 0.1 dB lower), the tag is not activated [259, 260]. As soon as PRx,tag

is equal to or minimally higher than Psens,tag, the tag is activated and responds to

interrogator queries. This unique property of passive UHF RFID tags is utilized

in the new AoAct localization approach.

Figure 6.3 shows a principle drawing of the AoAct estimation process. For clarity

reasons, only the main lobes of idealized beam patterns are displayed. The target

tag is positioned to an angle of θtag = 0◦ and the typical sensitivity of a passive

UHF RFID tag (-17 dBm, dashed line). First in the AoAct estimation process,

beam pattern 1 with a main lobe angle of θML = θML,min is set. After that, the main

lobe direction is pivoted stepwise with the step-size ∆θstep towards the maximum

possible main lobe direction θML,max. For each beam pattern in this process, the

tag readability is tested. The two main lobe directions are saved where the tag is

activated and then deactivated (θML = θact for beam pattern 5 and θML = θdeact

for beam pattern 6).
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For the displayed example, the tag activation angle is θact = -8◦ and the tag

deactivation angle is θdeact = 8◦. The tag angle θtag with respect to the antenna

array is calculated as

θtag =
θact + θdeact

2
. (6.4)

AoAct

0
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Tag Activation: -8° Tag Deactivation: 8°
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θ [°]

Figure 6.3: AoAct estimation procedure

In the previously introduced RSS-based tag angle estimation process, the trans-

mitter power PTx of the antenna array is not considered because the identification

of the maximum backscattered tag signal power is independent of PTx as long as

it is high enough to activate the tag. However, in order to successfully execute

the AoAct estimation algorithm, an appropriate PTx value has to be found. If this

level is too low, the tag will not respond during the AoAct estimation process.

If PTx is too high, the tag will respond in a wide angular range of the pivoting

process which makes a detection of high θtag impossible (due to the limited angular

range of θML). In addition, if a minimum needed PTx is chosen, it is guaranteed

that the activation of the tag is only caused by the direct LOS signal and not by

reflections. Thus, the process of estimating the target tag angle is divided into

two steps: 1) finding of an appropriate interrogator transmitter power PTx, and

2) estimating the target tag AoAct.
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The overall transmitter power of the beamformer PTx is the sum of the antenna

array element transmitter powers. PTx is increased by increasing the absolute val-

ues of the beamformer weights Al and decreased accordingly. In order to preserve

the shape of the beam pattern, all Al have to be changed equally.

In a first step to formulate an algorithm for an appropriate PTx finding, the ob-

jective is to find the minimum PTx that activates the target tag. This process is

displayed in figure 6.4. First, PTx is set to the minimum value PTx,min and the

main lobe is pivoted in the full angular range in coarse steps while recording the

tag readability. A fine resolution of the main lobe angle step size is not needed and

would lead to longer execution times. If the target tag does not respond during

the first main lobe pivoting, PTx is increased by ∆Pstep and the pivoting process is

repeated. The first PTx value that activates the tag is then used for the following

AoAct estimation algorithm that is depicted in figure 6.5.

start

PTx = PTx,min

save PTX

stop

yes

θML= θML,min 

read tag

tag readable? θML== θML,max 

θML= θML + Δθstep

no

no

PTX = PTX  + ΔPstep

yes

Figure 6.4: Flow diagram of the PTx finding algorithm
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start

θML= θML,min 

read tag

tag readable?
no

θML= θML+ Δθstep

yes

θact= θML

θML= θML+ Δθstep

tag readable?
yes

no

θdeact= θML

stop

read tag

Figure 6.5: Flow diagram of the AoAct algorithm

The full AoAct algorithm (i.e. PTx finding and AoAct estimation) was simulated

using the same scenario as for the RSS-based approach. The used step sizes for

the transmitter power and the weight phase were ∆Pstep = 1 dB and ∆ϕstep = 1◦.

In the LOS-only case, a mean AoAct error of ∆θLOS = 0.46◦ and a mean AoAct

error standard deviation of σ∆θ,LOS = 0.35◦ were simulated (for comparison, the

RSS-based approach achieved ∆θLOS = 0.28◦ and σ∆θ,LOS = 0.16◦).

In the presence of multipath, the AoAct error was ∆θMP = 0.78◦ and the error

standard deviation σ∆θ,MP = 0.57◦ (the RSS-based approach achieved ∆θMP =

2.45◦ and σ∆θ,MP = 2.29◦). These results show that the performance of the AoAct

method is better than the performance of the RSS-based method, especially in the

presence of multipath (improvement of 68% in the AoAct accuracy).
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6.2.3 Improvement of the AoAct Algorithm Performance

As described for the RSS-based approach, the resolution of the main lobe pivoting

process determines the accuracy of the AoAct estimation. However, the increased

error values of the AoAct method compared to the RSS-based method in the

LOS-only simulation are most probably caused by unbalanced beam pattern.

As an example, figure 6.6 shows the AoAct estimation for a tag angle of θtag = 0◦

(solid line). In this case, the tag angle is perfectly estimated because the main

lobes of the two beam pattern that correspond to θact and θdeact are symmetrical.

Figure 6.7 shows the AoAct estimation for θtag = −33.7◦, where the main lobes

are not symmetrical any more.

In beam pattern 1, the width of the main lobe is different to the left and to the

right of the main lobe center. This leads to an angular shift of the estimated

AoAct which is calculated as the mean value of the main lobe angles of the two

beam pattern.
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Figure 6.6: AoAct estimation for θtag = 0◦

One possibility to minimize this error is to set the transmitter power of the antenna

array minimally higher than needed to activate the tag (e.g. 0.1 dB). This would

guarantee that only a very small range to the left and to the right of the main lobe

direction activates the tag where the main lobes of all beam patterns are almost

symmetrical. In the previous simulations, the PTx finding process was conducted

in steps of ∆Pstep = 1 dB. In a worst case, the determined power level is around
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Figure 6.7: AoAct estimation for θtag = −33.7◦

1 dB higher than it would be needed to activate the tag. Consequently, the AoAct

estimation is done using the unsymmetrical part of the main lobe.

In a simulation where the step size was decreased to ∆PTx = 0.1 dB, the AoAct

estimation error was reduced by 43%. However, there are two major disadvantages

involved with this method: 1) the execution time for the PTx finding process is

increased by a factor of ten, 2) in a hardware implementation of the transmitter

beamforming system, various effects can lead to small fluctuations of PTx (e.g.

temperature drifts). This can result in a case where the determined PTx is not

high enough to activate the tag in the following AoAct estimation process.

A different method to cope with the unbalanced beam pattern is the use of weight-

ing factors for each beam pattern that are determined as follows.

Corresponding to the step-size of the PTx finding process ∆Pstep = 1 dB, the 1 dB

beamwidth BW1dB of the main lobe is calculated. In a symmetrical beam pattern,

the main lobe angle θML lies exactly in the center of BW1dB and the absolute values

of the distances from θML to the left and to the right BW1dB points of the main

lobe are exactly ∆θML,left = ∆θML,right = BW1dB

2
. In unsymmetrical beam pattern,

these distances are not equal. Thus, for each of the p beam patterns used in the

AoAct method, the weighting factors bp,l and bp,r are calculated as

bp,l =
∆θML,left

0.5 ·BW1dB

(6.5)
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and

bp,r =
∆θML,right

0.5 ·BW1dB

. (6.6)

For example, for beam pattern 1 in figure 6.6, b1,l = 0.9962 and b1,r = 0.9970

which shows that it is almost symmetrical. For the unsymmetrical beam pattern

1 in figure 6.7, the weights are b1,l = 1.0292 and b1,r = 0.8925.

In an improved AoAct estimation approach, the tag angle is calculated as

θtag =
bp,lθact + bp+1,rθdeact

2
. (6.7)

The choice of the left weight bp,l or the right weight bp,r of the beam pattern is

determined by the pivoting direction of the main lobe. The given equation assumes

a pivoting from the right (positive θML) to the left (negative θML), where beam

pattern 1 activates the tag and beam pattern 2 deactivates the tag.

In the LOS-only simulation, the use of the beam pattern weights reduced the

AoAct estimation error by 28% compared to the first AoAct algorithm and in the

presence of multipath, the improvement was 58%.

The main disadvantage of the presented AoAct approach in comparison to the AoA

receiver beamforming method is the high execution time. For the estimation of one

tag angle, the AoA receiver beamforming technique needed a mean simulation time

(LOS-only simulation) of 0.11 s. The PTX finding procedure of the AoAct method

required a full main lobe pivoting run after each transmitter power change. For

∆ϕstep = 5◦ and ∆Pstep = 1 dB (in a range of −20 dBm ≤ PTx ≤ 25 dBm), the

mean simulation time for one tag position was 9 s. During this process, the beam

pattern had to be calculated for each ∆Pstep and for each ∆ϕstep. Furthermore,

for each beam pattern, the received signal power at the tag location had to be

calculated (assuming that the tag was readable in the uplink if it was activated

in the downlink). The calculation of the AoAct only needed one full pivot of the

main lobe which took a mean simulation time of 1.3 s. Thus, the overall time

factor between the AoAct and the AoA simulation was approximately ten.

In order to decrease the execution time of the AoAct method, the PTX finding

procedure had to be optimized. The transmitter power range for this process was

chosen as −25 dBm ≤ PTx ≤ 20 dBm because it corresponds to the dynamic

range of commonly used UHF RFID interrogators. Furthermore, the PTx finding

started with the minimum possible PTx. However, using the Friis Transmission

Equation, the minimum transmitter power that was needed for the activation of the
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25 tag locations in the considered application scenario was approximately 0 dBm

(corresponding to a minimum AoAct-unit-to-tag distance of d = 0.71 m). This

is also the case for any other practical localization setup because the minimum

distance between the tag location and the interrogator should lie in the far-field

region of the antenna array (d >> λ, with λ ≈ 0.345 m in the European UHF

RFID frequency range). Thus, it was reasonable to start the PTx finding process

with the maximum possible power level and then reduce it stepwise until the tag

was not readable and more. This approach improved the mean simulation time to

4.5 s.

A further optimization can be achieved by dynamically reducing the main lobe

pivoting range θML,min...θML,max. Each pivoting process with a certain PTx can be

stopped as soon as the tag is readable. Then, it suffices to start the next PTx step

at the same θML, where the last step was stopped, reduced by one main lobe step

∆θstep. This optimization improves the mean execution time of the PTx finding to

0.4 s. A flow diagram of the optimized process is displayed in figure 6.8.

During this process, the last θML that activated the tag, corresponded to the tag

activation angle θact for the AoAct estimation. This information was utilized to

optimize the AoAct procedure whose only objective now was to determine the

tag deactivation angle θdeact. In addition, the used pivoting process could start

at a main lobe angle of θML = θact which reduced the pivoting time. Figure 6.9

shows a flow diagram of the optimized AoAct estimation. The combination of

both optimized algorithms reduced the mean simulation time for one full AoAct

procedure to 1.7 s (compared to 10.3 s for the first full AoAct algorithm).
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start

PTx = PTx,max

θML = θML,min

read tag

tag readable? θML = θML+ Δθstep

θML == θML,max

θML,min= θML - Δθstep

yes

no

no

save PTX  + ΔPstep

stop

yes

PTx = PTx - ΔPstep

save θML,min

Figure 6.8: Flow diagram of the optimized PTx finding algorithm

start

θact = θML

(from PTx finding) 

read tag

θML = θact

tag readable? θML = θML+ Δθstep

θdeact= θML

stop

no

yes

Figure 6.9: Flow diagram of the optimized AoAct algorithm
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6.3 Experimental Verification of the Localization Perfor-

mance

The design of experiments for a verification of the AoAct transmitter beamforming

localization method was very similar to the receiver beamforming method (section

5.3.1). The objective was to recreate the simulation scenario with four AoAct

units and 25 tag locations for real-world AoAct localization measurements.

6.3.1 Experimental Testbed

The experimental testbed consisted of multiple AoAct units which comprise a DSP

unit and a three-element antenna array.

6.3.2 DSP Unit

In the DSP unit, the single transmitter signal x(t) was distributed to the l =

0...L− 1 branches of the transmitter antenna array and then multiplied with the

element weights w∗l . Mathematically, this process can be expressed as follows.

The transmitter signal x(t) is

x(t) = Re
{
Ax(t)e

j2πf0t+ϕ0 = Ax(t)e
jϕx(t)

}
, (6.8)

where Ax(t) is the time-dependent binary signal amplitude that represents the in-

formation transmitted by the AoAct unit and f0 is the carrier frequency. Without

loss of generality, the initial phase is assumed as ϕ0 = 0.

After separating x(t) into L branch signals xl(t) and multiplying with w∗l =

Awle
−ϕwl :

xl(t) = x(t) · w∗l
= Re

{
Ax(t)e

jϕx(t) · Awle−ϕwl
}

= Re
{
Ax(t)Awle

jϕx(t)−ϕwl
}

= Re
{
Al(t)e

jϕl
}
. (6.9)

It can be seen that the branch signals xl(t) are phase-shifted versions of the original

transmitter signal x(t) with an amplitude of Al(t) = Ax(t)Awl and a phase of

ϕl = ϕx(t)− ϕwl .
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Instead of multiplying the branch transmitter signals with complex weighting fac-

tors, digital transmitter beamforming directly generates the L amplitude- and

phase-independent branch signals. This is achieved by manipulating the the dig-

ital I/Q baseband data signals which are then quadrature modulated onto the

high-frequency carrier. Of course, the generation of the branch signals must be

based on the same baseband data and on the same reference phase.

In principle, L UHF RFID interrogators could be used to realize a DSP unit

that follows the digital transmitter beamforming principle. However, a phase

synchronisation would be needed and a mechanism that synchronises the baseband

data of all interrogators. In addition, the phases of the interrogator’s output signals

have to be variable. Since there are no commercial products available that fulfil

these demands, the design of a new DSP unit is required.

In this DSP unit, a microcontroller uses a multi-channel digital-to-analogue con-

verter with simultaneous output capability to generate the I and Q components

Il(t) and Ql(t) for the antenna array branch signals. A newly designed RF front-

end comprises a high-frequency modulator that generates a single high-frequency

branch signals xl(t) from the I/Q components. An in-phase local oscillator signal

is supplied to all L RF front-ends to supply an equal reference phase for all branch

signals. The full EPCglobal protocol stack is implemented on the microcontroller

to generate EPCglobal compliant baseband signals that can be modulated and

transmitted as well as decoded by the tag.

In order to receive and process the backscattered tag signal, a high-frequency de-

modulator was embedded into one of the L RF front-ends and connected to a

separate receiver antenna. The demodulated I and Q components of the receiver

signal are sampled by ADCs and then decoded. The AoAct unit ran a full EPC-

global communication cycle (see section 2.2) to determine the readability of the

tag during the AoAct estimation process. The tag was marked as readable if the

EPC was successfully decoded by the AoAct unit.

6.3.3 Antenna Configuration and Target Tags

The antenna configuration of the AoAct unit was identical to the configuration

of the AoA unit (section 5.3.1), i.e. the circularly polarized three-element patch

antenna array was used as the AoAct units’ transmitter antenna and the circularly

polarized patch antenna (appendix C.3.2) as the receiver antenna.
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For the target tag, the commercial UPM Raflatac DogBone and the circularly

polarized tag that were introduced for the AoA localization system (section 5.3.1)

were used.

A detailed description, a block diagram and pictures of the DSP unit are given in

appendix D.1.

6.3.4 AoAct and Localization Measurements

In a first measurement campaign, the beamforming capabilities of the new AoAct

unit were investigated. The results showed that the maximum phase resolution

was ∆ϕstep = 0.06◦ which corresponded to a maximum angular main lobe direction

resolution of ∆θstep = 0.02◦. The overall beamformer transmitter power level PTx

could be set in a range between -20 dBm and 27 dBm with a maximum resolution

of ∆Pstep = 0.001 dB. The maximum main lobe directions θML were measured as

±52◦.

From the measurements, it was also derived that several hardware-related correc-

tion factors had to be considered in the generation of the I/Q baseband signals.

The length difference of the cables that connect the DSP unit to the antenna

array elements as well as the I/Q imbalance of the modulators had to be com-

pensated. In addition, a variable power amplifier was required in the output of

each RF front-end to guarantee a constant output power level of the modulated

high-frequency signal. During the AoAct estimation process, this level had to be

measured constantly by means of an on-board power detector and the gain of the

variable amplifier had to be regulated to compensate output power level variations.

Before conducting AoAct estimation measurements, the quality of the generated

beam patterns for the pivoting processes had to be tested. All simulations in

the last sections were based on the mathematical beamforming theory (especially

equation (6.2)) that assumes ideal point sources as the antenna array elements.

However, the physical properties (e.g. dimensions and materials) of the patch

antenna array influenced the generated beam pattern.

Figure 6.10 shows a measurement setup in the anechoic chamber that used the

AoAct unit to record the generated antenna array beam pattern. As described

in the previous section, the amplitudes Al of the weights for all beam patterns

were fixed and set to one. For the measurement, a set of weight phases ϕ, 0,−ϕ
for the three antenna array elements was chosen to achieve a fixed beam pattern
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and a continuous-wave signal was used as the AoAct unit’s transmitter signal. A

spectrum analyser that was connected to the receiver horn antenna of the anechoic

chamber recorded the received signal power level while automatically turning the

antenna array from θ = −90◦ to θ = 90◦. The normalized RSS measurement was

identical to the normalized beam pattern of the array.

The comparison of measured beam patterns with theoretical beam patterns result-

ing from equation (6.2) for ϕ = 0◦ and ϕ = 90◦ (figures 6.11 and 6.12) shows that

for ϕ = 0◦, both patterns have identical main lobe angles but the widths of the

main lobes become different with increasing |θ|. Furthermore, the deviation be-

tween the theoretical and the measured beam pattern increases with an increasing

ϕ (6.12).

DSP

Unit

Antenna Array

High-Frequency 

Absorbers

Horn Antenna

Spectrum 

Analyser

Figure 6.10: Setup for beam pattern measurements in the anechoic chamber
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Figure 6.11: Comparison of theoretical and measured beam patterns for ϕ = 0◦
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Figure 6.12: Comparison of theoretical and measured beam patterns for ϕ = 90◦

In order to test if the described beam pattern deviations were caused by a mal-

function of the DSP unit and not by the physical properties of the antenna array,

FEKO simulations of the gain pattern were conducted. As an example, figure 6.13

compares the FEKO simulated beam pattern with the measured beam pattern for

ϕ = 90◦. It can be seen that both patterns match better than in the previous com-

parison. Additional FEKO simulations for other values of ϕ verify that. Thus, the

deviation between the measured beam pattern and the theoretical beam pattern

was caused by the physical properties of the patch antenna array.

For an AoAct estimation with a high accuracy, it is important to derive the main

lobe angles and the main lobe widths from the measured beam patterns and to

consider them in the AoAct algorithm. Appendix D.2 includes the results of beam

pattern measurements for ϕ = −160◦,−150◦, ..., 160◦.

The different steps in the optimization of the AoAct and the PTx finding algorithms

that were described in the previous section were reproduced using the hardware

AoAct unit and real-world multipath measurements. It was verified that the final

algorithm version that resulted from the simulations also delivered the optimum

performance in the measurements. There, the first algorithm version needed a

mean execution time of 17.4 s and the optimized version only 1.7 s for the estima-

tion of a single AoAct.
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Figure 6.13: Comparison of FEKO simulated and measured beam pattern for ϕ = 90◦

The performance of the new transmitter beamforming AoAct localization method

was tested in the same five real-world scenarios that were used for the receiver

beamforming approach (section 5.3.2). For clarity reasons, the list of measurement

scenarios is repeated:

- Scenario S1: The anechoic chamber (AoAct measurements)

- Scenario S2: An outdoor balcony (AoAct measurements)

- Scenario S3: A standard seminar room (same as for the simulations in this

chapter; AoAct and localization measurements)

- Scenario S4: A machine hall (AoAct and localization measurements)

- Scenario S5: A machine hall with an additional scatterer in measurement

zone (AoAct and localization measurements)

- Scenario S3circ: The same scenario as S3 but using a circularly polarized

patch antenna for the tag (AoAct and localization measurements)

- Scenario S4circ: The same scenario as S4 but using a circularly polarized

patch antenna for the tag (AoAct and localization measurements)

In the anechoic chamber (S1), an AoAct measurement was conducted for N = 47

tag angles, equally spaced in 2◦ steps from −46◦ to 46◦ (figure 6.14). The mean

measured AoAct accuracy over the full angular range was ∆θS1 = 1.22◦ with a

mean standard error deviation of σ∆θ,S1 = 0.95◦.
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In the outdoor balcony setup (S2), an AoAct estimation was performed for N = 51

equally spaced positions along the straight line on which the tag was moved.

There, a mean accuracy of ∆θS2 = 2.40◦ with a mean standard error deviation

of σ∆θ,S2 = 1.76◦ was achieved. A high AoAct error was measured in the range

between 38◦ and 45◦ (6.14). If the measurement range was limited to −45◦...38◦,

the mean AoAct estimation error was reduced to ∆θS2 = 1.98◦ and the mean error

standard deviation to σ∆θ,S2 = 1.25◦. The main reason for the high error on one

side of the setup was reflections from a metallic object.

Figure 6.15 shows the AoAct error probabilities for scenarios S1 and S2 in com-

parison to the receiver beamforming AoA measurements in the same scenarios. In

both cases, the AoAct method outperforms the AoA method.
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Figure 6.14: Results of the AoAct measurements

In scenarios S3, S4 and S5, the AoAct and the location of the target tag were

estimated for all 25 tag positions in the measurement grid. For the angulation

process, the four AoAct unit positions A1...A4 and the nearest point algorithm

were used.

Table 6.2 compares the mean AoAct accuracies ∆θ, the mean AoAct error standard

deviations σ∆θ, the mean localization accuracies ∆d and the mean localization

error standard deviations σ∆d for all localization measurements using the AoAct

method (denoted as ‘Tx’) and the AoA method (denoted as ‘Rx’). In addition,

the achieved improvements of the AoAct method compared to the AoA method

are listed for each scenario (denoted as ‘Imp.’).



Chapter 6. Transmitter Beamforming Localization 149

0 1 2 3 4 5 6 7 8
0

0.2

0.4

0.6

0.8

1

θ [
◦
]

P̂
(∆
θ
≤
θ)

Anechoic Chamber (S1, AoA)

Anechoic Chamber (S1, AoAct)

Balcony (S2, AoA)

Balcony (S2, AoAct)

Figure 6.15: Error distribution for the AoA and AoAct measurements in scenarios
S1 and S2
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Figure 6.16: Error probabilities for the AoA and the AoAct localization in scenarios
S3, S4 and S5

Table 6.2: Results of all AoA and AoAct measurements

∆θ [◦] σ∆θ [◦] ∆d [cm] σ∆d [cm]
Scenario

Rx Tx Imp. Rx Tx Imp. Rx Tx Imp. Rx Tx Imp.

S1 1.41 1.22 13% 1.20 0.95 21% - - - - - -

S2 2.61 2.40 8% 1.48 1.76 -19% - - - - - -

S3 4.42 2.42 45% 3.97 1.40 64% 24 11 54% 17 4 76%

S4 4.26 2.65 38% 3.63 1.78 51% 21 11 48% 14 8 43%

S5 6.52 3.66 44% 6.03 2.51 58% 35 18 49% 29 10 66%

S3circ 2.58 2.24 13% 1.82 1.55 15% 11 10 9% 7 4 43%

S4circ 2.64 2.58 2% 1.77 1.36 23% 10 11 -10% 5 5 0%

Mean 3.49 2.45 30% 2.84 1.62 43% 20 12 40% 14 6 57%
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In 22 of the overall 24 measurement, the AoAct method outperformed the AoA

approach. For the commercial, linearly polarized tag, the improvements of AoAct

(localization accuracy as well as standard error deviation) in scenarios S3, S4 and

S5 lay in a range between 43% and 76%. The ECDFs for these scenarios clearly

confirm this (figure 6.16).

Using the circularly polarized tag, the improvements were much lower which is

explainable by the multipath reducing effects of circular polarized antennas. Al-

though the maximum achieved localization accuracy of AoAct was equal to the

AoA localization system (10 cm), the standard error deviation and thus, the ro-

bustness of the AoAct system showed an improvement of 43% (10 cm vs. 4 cm).

Also, the mean accuracy and error values over all measurements (last row in ta-

ble 6.2) confirmed the improvements of the AoAct system compared to the AoA

system.

6.4 Summary

A novel transmitter beamforming method for target tag localization in passive

UHF RFID systems has been presented which is based on the pivoting of an

antenna array’s main lobe.

The RSS-based transmitter beamforming tag angle estimation method has been

shown to be highly degraded to multipath. To cope with that, the new AoAct tech-

nique has been introduced which utilizes the precisely defined activation thresh-

old of passive UHF RFID tags. The presented AoAct estimation algorithm has

been separated into two phases: 1) finding an appropriate beamformer transmitter

power level, 2) estimating the target tag AoAct.

It has been shown that the basic approach significantly outperforms the RSS-based

transmitter beamforming technique in the presence of multipath. However, also

the potential for improved processing times and an improved tag angle estimation

accuracy has been demonstrated. By introducing beam pattern weighting factors

to account for unbalanced beam patterns, the AoAct estimation accuracy has

been increased. By starting the PTx finding phase with the maximum possible

transmitter power, dynamically reducing the main lobe pivoting process and using

the information of the PTx finding phase for the AoAct estimation phase, the

overall processing time of the AoAct estimation has been significantly improved.
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A new experimental testbed has been designed and built which comprises AoAct

units that have been developed based on the principles of digital transmitter beam-

forming. The very high angular accuracy of this technique has been demonstrated

by measurements. A very high main lobe direction resolution of 0.02◦ and a very

high main lobe steering range of ±52◦ have been achieved using a three-element

antenna array.

Localization measurements in different real-world scenarios have shown that the

new AoAct technique outperforms the receiver beamforming AoA system in all

cases and, especially, in the presence of multipath. The mean localisation accuracy

has been improved by 40% and the mean standard localization error by 57%

compared to the AoA system.



Chapter 7

Conclusions and

Recommendations for Future

Work

In this chapter, the achievements and contributions of the research presented in

this work are summarized and directions for future work are discussed.

7.1 Conclusions

The demands to realize low-cost indoor localization systems with sufficient ac-

curacy and reliability are not only driven by industrial applications like IoT or

Industry 4.0 but also by specialized areas like healthcare that affect everyone’s

private life. In order to address these demands, wireless technologies are required

that are very cost-effective with respect to the used devices but also with respect

to installation and maintenance effort. Furthermore, the localization capabilities

for various types and high numbers of objects in the same localization area are re-

quired. Passive UHF RFID technology seems to be the ideal solution to the above

technological requirements. Especially the use of passive UHF RFID tags as the

localization target supports this impression because they are very cost-effective,

very small, extremely light, need no on-board power supply and be attached to

almost any type of object. However, existing passive UHF RFID localization

systems clearly reveal two major limitations of this technology: the small signal

bandwidth and the small frequency bandwidth. These limitations theoretically

contradict the use of passive UHF RFID technology for localization because they
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reduce the achievable localization accuracy and robustness in multipath environ-

ments to a level which is not sufficient for typical application scenarios. The main

goal of this research has been to develop new techniques which improve the perfor-

mance of passive UHF RFID localization systems in typical multipath application

scenarios and to achieve sufficient accuracy and robustness.

For a close estimation of the real-world situation in passive UHF RFID localiza-

tion systems, a very accurate estimation of the channel behaviour to multipath is

required. Existing Friis-based transmission channel models have been compared

by simulations and it has been shown that they provide low complexity and thus

fast computing times (chapter 3). However, they only give a coarse approximation

of the real-world situation due to a limited consideration of the channel parame-

ters and the channel interface parameters. Several enhancements of the modified

Friis model have been proposed to achieve an improved estimation quality of the

actual signal parameters: an increased number of signal paths (LOS path and first-

order reflections), complex reflection coefficients for each individual signal path,

three-dimensional antenna gain and antenna phase pattern, the antenna polar-

ization (linear and circular), the polarization mismatch loss, tag and interrogator

antenna orientations and the tag’s backscatter loss in the uplink. Furthermore, a

channel model equation for the received signal phase has been presented. Each

single enhancement of the modified Friis model has been verified by simulations

and comparison with a real-world measurement in a typical application scenario.

It has been shown that each extension of the model improved the estimation qual-

ity and that the final channel model equation provides a close approximation of

the real-world multipath situation. Despite these improvements, a low computa-

tional complexity of the enhanced model has been achieved which has allowed low

computing times in all simulations. Based on the enhanced transmission channel

model equations, a new simulation environment has been developed. It is easily

configurable for any system setup and any localization scenario and thus generally

applicable. The simulation environment has been used to predict the tag readabil-

ity in different multipath environments and a very high prediction reliability of

87% has been demonstrated by comparison with real-world measurements. Fur-

thermore, the widespread assumption that the read range in passive UHF RFID

systems is always downlink limited has been proven wrong. It has also been con-

firmed by simulations that multipath interference highly deteriorates any signal

parameter measurement in a localization system.
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In order to address the previously mentioned reduction of the achievable localiza-

tion accuracy caused by multipath, methods had to be found to minimize multi-

path interference. First, in order to rate the magnitude of multipath interference in

a specific scenario, fading quantification has been proposed (chapter 4). It has been

used as reliable tool for the analysis of three proposed solutions for a minimization

of multipath interference: a) by varying the channel interface parameters, b) by

applying diversity techniques, c) by installation of UHF absorbers. Simulations of

the respective techniques in a typical application scenario have demonstrated the

following results. The orientation of the interrogator antenna influences the fading

characteristic of the channel but does not generally reduce the effects of multipath

interference. The use of directional patch antennas for the tag and the interrogator

reduces the multipath interference but tag patch antennas limit possible applica-

tions. However, even a system with a patch antenna for the interrogator and a

dipole antenna for the tag achieves a significant multipath interference reduction.

Using circularly polarized antennas for the interrogator and the tag highly reduces

multipath interference (81%) but requires a patch antenna for the tag. However,

the combination of a linearly polarized tag with a circularly polarized interrogator

antenna still reduces multipath interference by 35%. The application of frequency

diversity is also effective but requires an available frequency bandwidth BW of

BW ≥ 0.6 · Bc (Bc is the coherence bandwidth of the considered scenario). Due

to current frequency regulations, a worldwide operable frequency diversity system

can only be realized with the future introduction of the new European frequency

range. Spatial diversity requires a displacement of multiple interrogator anten-

nas by at least a wavelength-distance to be effective. The installation of UHF

absorbers reduces multipath interference by up to 38% but is only applicable to

scenarios with small localization areas.

A digital receiver beamforming localization approach (AoA) has been presented

which is based on the Root MUSIC algorithm (chapter 5). Simulations of the basic

AoA approach using the new simulation environment and a typical application sce-

nario with 25 target tag positions have confirmed that multipath highly reduces

the achievable localization accuracy in typical application scenarios. The three

techniques for a minimization of multipath interference have been successfully ap-

plied and simulations have demonstrated a significant improvement of the mean

localization accuracy between 18% and 69%. As a result, an optimum receiver

beamforming localization system has been proposed which utilizes spatial diver-

sity, orientation diversity, patch antennas and circular polarization. Simulations

have demonstrated a very high mean localization accuracy of 2 cm for the optimum
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approach (improvement of 90% compared to the basic approach). For the imple-

mentation of spatial diversity with multiple interrogator antenna locations, a new

multiangulation algorithm has been proposed. It is applicable to any number of

available AoAs and even works in difficult situations (e.g. two parallel directional

lines). A novel experimental testbed has been introduced that comprises multiple

AoA units which have been developed on the basis of the optimum localization

system. The new DSP unit uses the cross-correlation of receiver signals for phase

difference measurements which reduces noise and allows a signal sampling in the

baseband. It has been designed from cost-effective off-the shelf components and

uses a bistatic transceiver configuration to minimize mutual coupling. A newly

designed, circularly polarized three-element patch antenna array has allowed the

averaging of two phase-difference measurements. It fulfils all demands for a prac-

tical application with respect to size, gain, axial ratio, input impedance and ease

of construction. Real-world localization measurements have been conducted in

typical application scenarios with a different magnitude of multipath interference.

In a scenario with significant multipath interference, a mean localization accu-

racy of 21 cm and a mean standard error deviation of 14 cm have been achieved.

A further improvement of these values to 10 cm and 5 cm, respectively, has been

demonstrated with the use of circularly polarized tag antennas. Higher localiza-

tion accuracies in comparable multipath environments have never been reported

for passive UHF RFID localization systems. The overall system processing time

for one target tag location has been measured as 400 ms which corresponds to an

update rate of 2.5 Hz.

The performance of digital transmitter beamforming techniques for target tag lo-

calization in passive UHF RFID systems have been investigated (chapter 6). It

has been shown that an RSS-based localization approach is highly deteriorated

by multipath and did not perform better than the receiver beamforming AoA

method. Therefore, the new AoAct angulation technique has been proposed which

is based only on the target tag readability and utilizes the precisely defined re-

sponse threshold of passive UHF RFID tags. The new localization process has

been split into two phases: 1) finding of an appropriate transmitter power level,

2) estimation of the target tag direction. The proposed power finding algorithm

has been the result of different optimization steps and was shown to efficiently

determine the minimum power level that activates the target tag. It guarantees

that the tag is activated only by the line-of-sight interrogator downlink signal and

not by reflections. The tag direction estimation phase has been enhanced with
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respect to angular accuracy by introducing weighting factors for the beam pat-

tern. Its processing time has been improved by using angle information from the

power level finding phase. The processing time of both phases has been further

improved by dynamically reducing the angular range of the main lobe pivoting

process. It has been demonstrated that the final formulations of the power level

finding and AoAct estimation algorithms improve the overall processing time by

83% compared to the basic AoAct approach. A novel experimental testbed has

been developed which consists of multiple AoAct units. The newly designed DSP

unit manipulates the baseband interrogator transmitter signals to achieve beam-

forming capabilies which allows a cost-effective design with low complexity. The

advantages of the digital transmitter beamforming technique compared to the ana-

logue technique have been demonstrated. The signal phase generation resolution

of the new AoAct unit has been measured as 0.06◦ which corresponds to a very

high main lobe direction resolution of 0.02◦. In addition, a very wide angular

main lobe range of ±52◦ has been measured. A passive UHF RFID transmitter

beamforming system with such high resolution has never been realized before. The

repetition of the same localization measurements that were used for the receiver

beamforming system has shown that AoAct performs better than AoA in all con-

sidered multipath scenarios. With respect to the localization accuracy, a mean

improvement of the AoAct method compared to AoA of 40% has been achieved.

Although the maximum achieved localization accuracy of 10 cm has been identi-

cal to the receiver beamforming system, the mean localization error deviation has

been improved to 4 cm.

Referring to the initial research question, it can be concluded that the application

of digital receiver beamforming or digital transmitter beamforming in combina-

tion with multipath reducing techniques has enabled the realization of passive

UHF RFID localization systems with sufficient accuracy for typical application

scenarios. The choice of the respective beamforming technique depends on the

application requirements. The AoA receiver beamforming system delivers higher

update rates while the transmitter beamforming system achieves higher localiza-

tion accuracy.



Chapter 7. Conclusions and Recommendations for Future Work 157

7.2 Recommendations for Future Research

A number of directions are recommended to further enhance the performance of

localization systems and to enable new application areas:

1. Dynamic Environments and Additional Signal Distribution Effects

Several simplifications have been made in this work for the development of

the enhanced transmission channel model and the investigations of the new

localization approaches. Additional signal distribution effects like diffraction

or scattering at objects in the environment can be considered in the enhanced

model to enable the simulation of more complex scenarios (e.g. an office room

with furniture). An extension of the simulation environment with additional

moving objects in the area of interest would allow the simulation of dynamic

environments. These extensions of the simulation environment can be used

to investigate the tag readability as well as the performance of localization

approaches in complex dynamic environments.

2. Enhanced Transmission Channel Model for RSS-Based Lateration

Several existing RSS-based passive UHF RFID localization systems estimate

the target distance by using the classical Friis Transmission Equation and

are thus highly prone to multipath. Since the enhanced channel model con-

siders multipath reflections, it may be used for an improved target distance

estimation.

3. Digital Receiver Beamforming Localization System

Due to practical limitations, the evaluation of three target tag receiver signals

for localization was used in this work. According to the receiver beamforming

theory, a higher number of available receiver signals for the AoA estimation

leads to a higher angular accuracy and thus to a higher localization accuracy.

There may be specific application scenarios where a very high localization

accuracy is essential and the size, complexity and cost of the AoA unit are

only of secondary importance.

4. Digital Transmitter Beamforming Localization System

An extension of transmitter beamforming localization system with more

than three antenna array elements would result in a narrower main lobe

beamwidth. This effect could be used to achieve an improved AoAct estima-

tion accuracy and a wider angular localization range. As described for the

receiver beamforming localization system, there might be specific application
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areas where the increased size, complexity and cost are not as important as

the localization accuracy.

In order to enhance the AoAct estimation accuracy using the three-element

antenna array, the AoAct process could be changed in a way that not the

main lobe but the very sharp nulls of the beam pattern spatially shifted. In

this case, the target tag would stay deactivated if a null is steered towards

its direction, independent of the AoAct unit’s transmitter power level. Thus,

the transmitter power finding phase would not be required and the processing

time could be increased. In addition, the narrower angular width of the nulls

compared to the main lobe should increase the AoAct estimation accuracy.

In the AoAct estimation process, a high number of tag readability tests are

conducted which involve the execution of a full EPCglobal communication

cycle. In the transmitter beamforming localization system, the received tar-

get tag signals are only decoded to evaluate the tag readability. However,

if an additional antenna array is used as the AoAct units receiver antenna,

the received target tag signals could also be evaluated using the Root MU-

SIC algorithm. This would allow averaging of one AoAct and multiple AoA

measurements. This possibility of future extension was already taken into

account in the design of the AoAct unit but experiments have not been con-

ducted, yet.

5. Frequency Diversity

With the future approval of the new European UHF RFID frequency range,

the possibilities of frequency diversity for an enhanced localization accuracy

should be investigated.

6. Three-Dimensional Localization, Positioning and Tracking

The presented localization approaches in this work were limited to a two-

dimensional target tag position estimation but many applications demand

a three-dimensional localization. It was explained in this work that, theo-

retically, the sequential localization for the azimuth plane and for the ele-

vation plane using perpendicularly arranged antenna arrays allows a three-

dimensional localization. This should be verified in practical experiments.

An extension of localization systems which is also highly demanded by in-

dustry is positioning. There, the goal is to move an object from an initial

position to a desired position. This can be achieved by a periodic localization

of the object (tracking) while moving the object stepwise towards the desired
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position and adjusting its course. For this purpose, sophisticated tracking al-

gorithms are required that are able to handle inaccuracies in the localization

process by using filter algorithms and auxiliary information.



Appendix A

Receiver and Transmitter

Beamforming

A.1 Receiver Beamforming

...
0 1 L-1

Figure A.1: Receiver beamforming principle

Figure A.1 shows the principle drawing of a receiver beamforming system. The

received signals x0(t), x1(t), ..., xL−1(t) of an L-element ULA are multiplied with

complex weighting factors w0, w1, ..., wL−1 and added together to achieve the signal

y(t):

y(t) =
L−1∑
l=0

w∗l xl(t) = wHx(t), (A.1)

where ∗ denotes the complex conjugate, wH is the complex, Hermitian (i.e. con-

jugate transpose of w) 1×L vector containing the weights w∗l for l = 0...L− 1 and

x(t) is the L × 1 vector containing the antenna array’s receive signals xl(t) for

160
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l = 0...L−1. The resulting beam pattern W (θ) of a ULA can be expressed as [44]

W (θ) =
1

L

L−1∑
l=0

w∗l e
−jlφ = wHa(θ), with φ =

2πs

λ
sin θ, (A.2)

where a(θ) is the steering vector defined as

a(θ) =
[
1 e−jφ e−j2φ ... e−j(L−1)φ

]T
. (A.3)

θ is the azimuth angle of the antenna array with respect to the normal of the

straight line in which the elements are arranged, s is the inter-element spacing

and λ is the signal wavelength.

The average power P (w) of the beamformer output signal y(t) overN time samples

of y(t) as a function of the weighting coefficients w∗l is given by [214]

P (w) =
1

N

N∑
t=1

|y(t)|2 =
1

N

N∑
t=1

wHx(t)xH(t)w = wHR̂w, (A.4)

where R̂ is an estimate of the covariance matrix of the receive signal vector x(t)

using N time samples of x(t):

R̂ =
1

N

N∑
t=1

x(t)xH(t) (A.5)

All receiver beamforming techniques are based on the assumption that the max-

imum output power P (w) corresponds to the incident angle θ0 of the desired

receiver signal. Equation (A.2) relates the weights w to the beam pattern W (θ)

of the antenna array. The difference between the existing beamforming methods

is the choice of the weighting vector w.

Under the assumption that the noise present in all element receiver signals has a

common variance and is uncorrelated among all elements (‘spatially white noise’),

the conventional beamformer [215] (also referred to as delay-and-sum method or

Barlett method) formulates the problem of maximising the beamformer output

power:

max
w

E
{
wHx(t)xH(t)w

}
= max

w
wHE

{
x(t)xH(t)

}
w (A.6)

Under the constraint that |w| = 1, the weight vector has the optimum solution

wconv =
a(θ)

|a(θ)|
=

a(θ)√
aH(θ)a(θ)

, (A.7)
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which leads to a beamformer output power

Pconv(θ) =
a(θ)HR̂a(θ)

aH(θ)a(θ)
(A.8)

Pconv(θ) is also denoted as the ‘spatial spectrum’. All information of the effective

incident signal(s) is contained in the correlation matrix R̂. Computing Pconv(θ) as

a function of all possible steering vectors a(θ) will result in a maximum value if the

steering vector coincides with the incidence angle of an incoming signal. Thus, the

peaks of this function will show the direction of incident signal(s). Unfortunately,

the angular resolution of a uniform linear array is limited to φB = 2π
L

[214] (e.g.

φB = 180◦ for a two-element array or φB = 120◦ for a three-element array).

This resolution is the minimum angular distance which can be resolved by the

beamformer, i.e. two signals that are incident from a segment smaller than φB

cannot be distinguished.

The MVDR method [216] (also known as Capon beamformer) defines the linear

power constraint
L−1∑
l=0

w∗l e
−jlθ0 = 1 (A.9)

which sets the power incident from the direction of the desired signal θ0 to one.

Optimizing the power output of the beamformer to achieve a maximum value

under this constraint is equivalent to minimising the total received power of all

directions but the desired one. Thus, the average interference is minimized. The

solution to this optimisation problem is given by [44]

wMVDR =
R̂−1a(θ)

aH(θ)R̂−1a(θ)
. (A.10)

The spatial spectrum of the MVDR beamformer is then

PMVDR(θ) =
1

a(θ)R̂−1aH(θ)
. (A.11)

The angle θ that corresponds to the maximum value of PMVDR(θ) gives an esti-

mate for the desired signal incidence angle. However, the resolution capability is

still dependent on the array aperture (given by L) and the SNR [214]. Another

disadvantage is that the computation of an inverse matrix is needed which may

become ill-conditioned if the incident signals are highly correlated [44].
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The two subspace-based methods (also known as super-resolution methods) Mul-

tiple Signal Classification Algorithm (MUSIC) and Estimation of Signal Param-

eter via Rotational Invariance Techniques (ESPRIT) were introduced to achieve

a higher spatial resolution than the classical beamforming approaches. MUSIC

[261] uses the observation that the steering vectors a(θ) of incident signals lie in

the signal subspace which is orthogonal to the noise subspace. The basic approach

is to find the steering vectors that are orthogonal to the noise subspace while

searching through all possible steering vectors. Assuming that the signals sm(t)

from m = 0...M −1 sources impinge on an L-element antenna array (M < L must

hold to be able to distinguish the signals [214]) from the directions θm and further

assuming that only additive white Gaussian noise (AWGN) distorts the receiver

signal (reflections can be included into the M source signals), the receiver signal

of the array is

x(t) =
M−1∑
m=0

a(θm)sm(t) + n(t), (A.12)

where x(t) is the L component receiver signal vector at time t and a(θm) is the

steering vector (see equation (A.3)). In matrix notation, equation (A.12) becomes

x(t) = A(θ)s(t) + n(t), (A.13)

where x(t) is an L × 1 vector, A(θ) = [a (θ0) , a (θ1) , ..., a (θM−1)] is an L ×M

matrix, s(t) is an M × 1 vector of one sample of each source and n(t) is an

L × 1 vector. θ denotes the vector that contains the directions of the M signal

sources. Assuming no noise, x(t) must be a point in the signal subspace. Changing

θ through its complete range, the steering vector will intersect with the signal

subspace for certain values θi. These values define the directions from which the

source signals impinge on the antenna array. To estimate the AoA of a signal, an

estimate R̂ of the covariance matrix has to be constructed. Then, the eigenvectors

of R̂ are separated into signal and noise subspace. Assuming uncorrelated noise,

the diagonal covariance matrix can be derived as follows [44]:

R̂ = E{x(t)xH(t)}

= A(θ)E{s(t)sH(t)}AH(θ) + E{n(t)nH(t)}

= A(θ)SA(θ)H + σ2I

= UsΛsU
H
s + UnΛnU

H
n , (A.14)

where Us and Un are the matrices of the signal and noise eigenvectors, respec-

tively. Λs and Λn are diagonal matrices of the signal and noise eigenvalues
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Λ = diag {λ1, λ2, ..., λL} which are ordered in a way that λ1 ≥ λ2 ≥ ... ≥ λL > 0.

The source covariance matrix S = E{s(t)sH(t)} is assumed to be non-singular.

σ2 is the variance of the noise and I is an M ×M identity matrix. The MUSIC

algorithm uses the fact that the noise eigenvectors in Un are orthogonal to each

steering vector a(θ) in the matrix A:

UH
n a(θ) = 0, with θ ∈ {θ1, ..., θM} (A.15)

The MUSIC spatial spectrum is then defined as

PMUSIC(θ) =
aH(θ)a(θ)

aH(θ)UnUH
n a(θ)

, (A.16)

PMUSIC(θ) approaches infinity if the denominator approaches zero which is the

case if equation (A.14) is satisfied. Thus, high peaks in PMUSIC(θ) result whenever

θ points to the direction of an incident signal. Although the MUSIC algorithm

delivers a high angular resolution, it has a high computational complexity because

it involves a search for peaks over the spatial spectrum PMUSIC(θ). In the presence

of highly correlated interferers (e.g. reflections of the desired signal), the pre-

condition for the derivation of the signal covariance matrix in equation (A.14) is

violated and R̂ may become ill-conditioned. For example, assuming the source

signal vector s(t) = [s1(t), as1(t)]T , the source covariance matrix S in equation

(A.14) becomes

S = E{s(t)sH(t)} =

[
σ2

1 aσ2
1

aσ2
1 a2σ2

1

]
, (A.17)

which has a rank of one because the second row corresponds to the first row

multiplied by a. Then, the rank of A(θ)SA(θ)H will be less than the number of

signal sources M and the signal subspace has a dimension less than M . This leads

to less than M peaks in the spatial spectrum PMUSIC which is not true because

M incident signals are present. To overcome this problem, spatial smoothing is

proposed in the literature [199]. There, the array is divided into smaller subarrays

and the covariance matrix for each subarray is averaged. All subarray covariance

matrices are then used to form a single, spatially smoothed covariance matrix.

Although this technique may improve the performance of MUSIC in the presence

of multipath, it is obvious that it has an even higher computational complexity.

Simulations of two different scenarios are conducted to compare the signal inci-

dence angle estimation performance of the hitherto introduced receiver beamform-

ing methods. Figure A.2 shows the spatial spectra for the conventional, the Capon
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and the MUSIC beamformer in a scenario where one signal source at θ1 = 10◦ is

present. The system frequency is set to f = 868 MHz, the SNR to SNR = 10 and

t = 1000 snapshots of the receiver signal are processed. A three-element antenna

array with an inter-element spacing of s = 0.13 m is assumed. The simulation

results show that the MUSIC method delivers the smallest and highest peak in

the spatial spectrum. Thus, its angular resolution is highly superior to the other

methods. A second scenario uses the same simulation parameters as the first sce-

nario but assumes two signal sources at θ1 = 10◦, θ2 = 40◦, respectively. The

simulated spatial spectra in figure A.3 show that only the MUSIC beamformer is

able to distinguish and clearly identify the incidence angles of the two signals.
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Figure A.2: Receiver beamforming simulation for one source (θ1 = 10◦)
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Figure A.3: Receiver beamforming simulation for two sources (θ1 = 10◦, θ2 = 40◦)
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The ESPRIT subspace method [218] is very similar to MUSIC because it also in-

volves an eigendecomposition of the covariance matrix R̂. Based on the rotational

invariance property of the signal space, it is able to directly calculate the incidence

angle of the desired signal. The principle algorithm is as follows [44, 218]:

1. Calculate R̂ from observations of x(t)

2. Estimate the number of signal sources M

3. Select eigenvectors corresponding to the M largest eigenvalues of R̂ to con-

struct a matrix Λ

4. Partition Λ into M ×M submatrices:

[
Λ11Λ12

Λ21Λ22

]

5. Find the eigenvalues {λi}Mi=1 of −Λ12Λ
−1
22

6. Calculate the signal incidence angles as θi = arcsin
(
arctan λi

πM

)
, with i =

1, 2, ...,M

The computational complexity of ESPRIT is lower than in the MUSIC method

because it does not need a search for maxima in the pseudo spectrum. However, it

still relies on a computation of the signal covariance matrix and its eigenvalues. It is

shown that it achieves an almost identical performance as MUSIC for unmodulated

sine signals and is less sensitive to noise [219].

Like ESPRIT, the Root MUSIC method [217] is only valid for uniform linear ar-

rays and avoids the search for maxima in the spatial spectrum. It provides a direct

calculation of the desired signal incidence angle by finding the roots of a polyno-

mial. Its performance is asymptotically equal to that of the MUSIC algorithm

but outperforms it for smaller signal sample numbers [214]. The objective of the

original MUSIC algorithm is to find maxima in the pseudo spectrum where the

denominator of PMUSIC(θ) (see equation (A.16)) approaches zero. The idea of the

Root MUSIC method is to construct a polynomial J(z) such that [222]

J(z) = pH(z)UnU
H
n p(z) = 0, (A.18)

with

p(z) =
[
1 z z2 ... z(L−1)

]T
, (A.19)

where

z = e−j
2πs
λ

sin(θ). (A.20)
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Due to the term pH(z), there exist powers in z∗ which makes it difficult to find a

solution. However, since only zeros on the unit circle in the complex plane are of

interest, the modified polynomial

J(z) = zL−1pT (z−1)ÛnÛ
H
n p(z) = 0 (A.21)

can be considered instead. In the absence of noise, the roots of J(z) would lie

on the unit circle in the complex plane. However, this is not the case in the

presence of noise. There, the M closest roots to the unit circle correspond to the

m = 0...(M − 1) incoming signals. For each of these roots, the signal incidence

angles θm are found by solving

θm = − arcsin

(
λ arg {zm}

2πs

)
. (A.22)

Because there is no a-priori knowledge of the signal’s incidence angles available,

the signal correlation matrix has to be estimated only from the antenna array’s

receiver signals.

A.2 Derivation of the AoA Equation for Root MUSIC

The principles and equations of the Root MUSIC algorithm are introduced in

detail in the previous section. As a simplification, L = 2 antenna array elements

and M = 1 signal incident from the angle θ are assumed to derive the Root MUSIC

angle-of-arrival equation that is utilized in the receiver beamforming localization

approach.

According to equation (A.14), the covariance matrix of the array receiver signals

is

R̂ = E{x(t)xH(t)}

= A(θ)SA(θ)H + σ2I

= σ2
sa (θ) a (θ)H + σ2

nI

= σ2
s

(
1 ejφ

e−jφ 1

)
+ σ2

nI

=

(
σ2
s + σ2

n σ2
se
jφ

σ2
se
−jφ σ2

s + σ2
n

)
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with φ = 2πs
λ

sin θ. Now, the eigenvalues of R̂ have to be computed by setting its

determinant equal to zero and finding the non-trivial solutions:∣∣∣∣∣σ2
s + σ2

n − λ σ2
se
jp

σ2
se
−jp σ2

s + σ2
n − λ

∣∣∣∣∣ = 0

(σ2
s + σ2

n − λ)2 − σ4
s = 0

σ2
s + σ2

n − λ = ±σ2
s

The solutions of this equation i.e. the eigenvalues of R̂ are λ1 = σ2
n and λ2 = 2σ2

s +

σ2
n. The smaller eigenvalue λ1 belongs to the noise subspace. The corresponding

eigenvector u1 is calculated by solving(
R̂− λ1I

)
u1 = 0(

σ2
s σ2

se
jφ

σ2
se
−jφ σ2

s

)(
u11

u12

)
=

(
0

0

)

⇔ u1 =

(
1

−e−jφ

)
(A.23)

Now, the Root MUSIC polynomial (see equation (A.21)) has to be solved:

J(z) = zL−1pT (z−1)ÛnÛ
H
n p(z) = 0

z(1, z−1)

(
1

−e−jφ

)
(1,−ejφ)

(
1

z

)
= 0

z − e−jφ − z2ejφ + z = 0

z2 − 2e−jφz + e−2jφ = 0

⇒ z1, z2 = e−jφ

(A.24)

For the root z1 of the polynomial, the AoA θ can be found by calculating (see

equation (A.22)

θ = − arcsin

(
λ arg {z1}

2πs

)
= − arcsin

(
− λφ

2πs

)
= arcsin

(
λφ

2πs

)
(A.25)
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A.3 Transmitter Beamforming

...
0 1 L-1

...

Figure A.4: Transmitter beamforming principle

Figure A.4 shows the principle model of a transmitter beamforming system. The

transmitter signal x(t) is distributed to the L feeding lines of an L-element antenna

array. Each of the branches is multiplied with an individual complex weight factor

w∗n to manipulate the phase and amplitude of the respective signal. At the antenna

array output, the L transmitter signals are superposed which generates a specific

radiation pattern.

...

Figure A.5: Uniform linear array with L point source elements

Assuming a uniform linear array with L point source elements arranged along the

z-axis with a constant element spacing s (see figure A.5), the coordinates of the

elements are pxl = pyl = 0 and

pzl =

(
l − L− 1

2

)
s with l = 0, 1, ..., L− 1

The geometry of the ULA is included in the array manifold vector vψ(ψ) (similar

to the receiver beamforming steering vector a(θ)) which is defined in the ψ-space

[200]:

vψ(ψ) =
[
v0 v1 · · · vL−2 vL−1

]T
=
[
e−j(

L−1
2 )ψ e−j(

L−3
2 )ψ · · · ej(

L−3
2 )ψ ej(

L−1
2 )ψ

]T
,

(A.26)
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where ψ = −kzs. kz is the wavenumber for the z-dimension for plane waves

propagating in a locally homogeneous medium with kz = −2π
λ
cosθ. λ is the system

wavelength and θ is the azimuth angle of the array with respect to the z-axis (see

figure A.5). The input signal of the beamforming system x(t) is distributed to L

branches and multiplied with the complex weights

wH =
[
w∗0 w∗1 · · · w∗L−1

]
. (A.27)

The output signal of the antenna array is a superposition of the weighted element

signals. The antenna array beam pattern Bψ(ψ) (identical to the receiver beam-

forming beam pattern W (θ) but defined in ψ-space) for a given weight vector w

and a given array manifold vector vψ(ψ) is calculated as [200]

Bψ(ψ) = wHvψ(ψ) = e−j(
L−1

2 )ψ
L−1∑
l=0

w∗ne
jlψ. (A.28)

Bψ(ψ) is theoretically defined from −∞ to ∞. However, only for a range of

−2πs
λ
≤ ψ ≤ 2πs

λ
it delivers distinct values (‘visible region’). With respect to the

azimuth angle θ of the ULA, the beam pattern Bθ(θ) is defined as

Bθ(θ) = e−j(
L−1

2 )φ
L−1∑
l=0

w∗l e
jlφ. (A.29)

To set a specific beam pattern, L values of Bθ(θ) are fixed and equation (A.29)

is solved for w to get the corresponding weights. The full derivation of the trans-

mitter beamforming theory can be found in [200].

As an example, figure A.6 shows the simulation results for three different beam

pattern B(θ) of a three-element antenna array with s = 0.16 m and f = 868 MHz.

It can be seen that all pattern have one main lobe, two side lobes and two nulls

but at different angles with respect to the antenna array orientation. Table A.1

lists the parameters of the beam pattern. In the simulation, the angular locations

of the two nulls and the main lobe are fixed (e.g. B(−45◦) = B(45◦) = 0 and

B(0◦) = 1 for beampattern BP1) and the corresponding weights (w1, w2, w3) are

calculated. Then, equation (A.28) is used to plot the resulting beam pattern.
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Figure A.6: Transmitter beamforming simulation for three different weight vectors

Table A.1: Parameters of the simulated beam pattern

Characteristic Values Weights
Beampattern

First Null Second Null Main Lobe w1 w2 w3

BP1 −45◦ 45◦ 0◦ 0.34 0.32 0.34

BP2 −30◦ 70◦ 10◦ 0.34ej0.64◦
0.33 0.34e−j0.64◦

BP3 −70◦ 30◦ −10◦ 0.34e−j0.64◦
0.33 0.34ej0.64◦



Appendix B

Enhanced Transmission Channel

Model

B.1 RSS Measurement Testbench

Two antennas simulate the tag and the interrogator to measure the received signal

power in a passive UHF RFID system. It is possible to use any antenna type which

is matched to a 50 Ω load to measure both, the uplink, and the downlink. Figure

B.1 depicts a top view drawing of a typical setup for the received signal power

measurements. As the picture in figure B.2 shows, the transmitter antenna (Tx)

is fixed on a wooden stand and the receiver antenna (Rx) is mounted onto a

computer controlled cart. The cart can be moved from a distance dmin to the

transmitter antenna to a distance of d = dmin + 4.7 m on straight rails. For the

minimum distance, dmin � λ should be chosen to avoid measurements in the near-

field region of the transmitter antenna. While moving from the start to the end

position, a spectrum analyzer on the cart that is connected to the receiver antenna

measures the received signal power P (d). The transmitter signal is a continuous

sine wave, generated by a standard signal generator. An additional amplifier can

be used to reach the desired transmitter signal power.

172
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Figure B.1: Experimental testbench for the RSS measurements (top view)
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Figure B.2: Picture of the testbench for RSS measurements
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B.2 Simulation Environment Configuration File

Configuration File for Matlab Channel Simulation

Room - Materials

|----------> length 7,25 m Gypsum Board 1

|----------> width 2,3 m Glass 2

|----------> height 3,8 m Concrete 3

|----------> wall 1 - Gas Concrete 4

|----------> material 1 Light Concrete 5

wall 2 - Wood 6

|----------> material 3 Metal 7

wall 3 -

|----------> material 3

wall 4 - Channel Models

|----------> material 1 LOS 1

ceiling - Nikitin 2

|----------> material 3 2 RAY 3

floor - 3 RAY 4

|----------> material 3 5 RAY 5

Transmitter - 6 RAY 6

|----------> x 1,15 m 7 RAY 7

|----------> y 0,85 m

|----------> z 0,8 m Polarisations

|----------> power 23 dBm Vertical 1

|----------> antenna - Horizontal 2

|----------> polarisation 3 Circular 3

|----------> gain 8 dBi

|----------> frequency 867,1 MHz

Receiver -

|----------> x 1,15 m

|----------> y -

|----------> start 1,45 m

|----------> end 6,94 m

|----------> stepsize 0,01 m

|----------> z 0,8 m

|----------> antenna -

|----------> polarisation 1

|----------> gain 2 dBi

Model

|----------> type 7

Figure B.3: Simulation environment configuration file
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B.3 Typical Material Permittivities

Table B.1 lists the complex permittivities of different materials that can be used in

the new simulation environment. Of course, other materials can be added. Values

for their complex permittivities are given in the literature (see e.g. [262]).

Table B.1: Reflection surface materials in the simulation framework

Material Complex Permittivity ε2 = ε′2 + jε′′2 [F/m]
Gypsum Board 6.2 + j0.69
Glass 3
Concrete 7.9 + j0.89
Gas Concrete 1.9 + j0.7
Light Concrete 2 + j0.5
Wood 3

B.4 Plots Generated by the Simulation Environment

Figure B.4 shows a three-dimensional RSS simulation of the standard application

scenario used in this work. In addition to the various RSS plots, also a three-

dimensional drawing can be generated by the simulation environment that depicts

all N = 7 signal paths, the locations of the tag and the interrogator and the

coordinates of the reflection points. An example is shown in figure B.5.

Figure B.4: Three-dimensional RSS simulation
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Figure B.5: Three-dimensional drawing of the RFID setup and the reflections

B.5 Tag Readability Estimation

In the design of a new RFID system installation, the most important factor is the

tag read range which is the maximum distance from which the used interrogator is

able to communicate with the tag. Several factors in the system setup influence the

theoretical read range, e.g. the position and orientation of the interrogator antenna

or the transmitter signal power of the interrogator. Usually, the Friis Transmission

Equation is used to calculate the maximum read range of a tag [242, 247, 248].

In this work, it was shown that the interference between multipath signals leads

to power fading. A commercially available passive UHF RFID tag has a typical

sensitivity of -17 dBm. If the received signal power at the tag location is lower

than this sensitivity, the tag cannot be activated and respond to interrogator

queries. Thus, multipath leads to the formation of tag read and no-read zones

and finally, to a reduced tag reading probability. In preliminary system designs,

it is important to identify these locations and to adjust the system parameters in

order to maximize the tag read regions.
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B.5.1 Tag Readability

To determine if a tag at a certain location is readable, four system parameters

have to be known:

1. The received signal power at the tag (PRx,tag)

2. The sensitivity of the tag (Psens,tag)

3. The received signal power at the interrogator antenna (PRx,int)

4. The sensitivity of the interrogator’s receiver (Psens,int)

In the downlink, a passive UHF RFID tag is only readable if the received signal

power at the tag is equal to or greater than the sensitivity of the tag:

PRx,tag ≥ Psens,tag (B.1)

If a tag responds to a query, the interrogator can only decode the tag signal if

the backscattered received signal power at the interrogator antenna is equal to or

greater than the interrogator sensitivity:

PRx,int ≥ Psens,int (B.2)

According to the literature, passive UHF RFID system are always downlink-limited

[247, 263]. That means that a tag is readable from a certain interrogator position

if the available interrogator transmitter power at the tag location is greater than

the tag’s sensitivity. In this case, the received backscattered signal power from the

tag always exceeds the interrogator’s receiver sensitivity. Under ideal conditions

(e.g. no multipath), the available signal power at the tag in the downlink can

be calculated from the Friis Transmission Equation. The maximum read range

(interrogator-to-tag distance) dmax,down is reached when the received signal power

at the tag is equal to the tag sensitivity Psens,tag:

dmax,down =
λ

4π

√
PTx,intGintGtag

Psens,tag

. (B.3)

PTx,int is the interrogator transmitter power, Gint is the maximum gain of the

interrogator antenna, and Gtag is the maximum gain of the tag antenna.
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As an example, the data-sheet of a typical tag IC (NXP G2XM [263]) includes a

reference to equation (B.3) to estimate the tag read range. In this equation, the

radicant is multiplied by an additional loss factor of η = 0.5 that accounts for

matching and package losses of the tag IC. The combination of interrogator and

tag antennas with different polarizations introduces an additional polarization loss

of Lpol (e.g. Lpol = 0.5 = −3 dBm for a combination of linearly and circularly

polarized antennas). If the two losses are included in equation (B.3), the maximum

tag read range is

dmax,down =
λ

4π

√
PTx,intGintGtag

Psens,tag

· η · Lpol. (B.4)

For the standard application scenario in this work, the maximum free-space read

range is dmax,down = 6.9 m. Through a real-world measurement in the same sce-

nario, the quality of this read range estimation was investigated. After that, the

readability was calculated using the enhanced transmission channel model and

was compared with the measurement results. In addition to this basic LOS setup

(called ‘LOS1’scenario), a second scenario (‘LOS2’) used a larger room for the

simulations and measurements. In a third scenario, an NLOS (non line-of-sight)

situation was achieved by placing a high-frequency absorber in front of the inter-

rogator antenna.

B.5.2 LOS1 Measurement and Simulation Results

Figure B.6 shows the setup for the tag readability measurement where a standard

RFID system was placed into a university office room of size 7.25 m × 2.30 m ×
3.00 m. There were no objects other than the RFID system present in the room.

The interrogator antenna was placed to the center of the x-dimension of the room

(x = 1.15 m) with a distance of 0.85 m to the wall at a height of 0.80 m. Seven

tags (‘a - g’ in figure B.6) were arranged vertically on a wooden stand with a distance

of 0.30 m to each other on the x-axis of the room at a height of 0.80 m. The distance

of the first and the last tag to the walls of the room was 0.25 m. The measurement was

started by placing the tags 0.60 m from the interrogator antenna and then moving the

tags away in y-direction in 0.30 m steps. At each of the 19 measurement positions in the

room (‘1 - 19’in figure B.6), 1,000 interrogator-tag communication cycles were started.

Tags with an EPC read rate of 90% or more were marked as readable. A total of 133 tag

positions (denoted as 1a, ..., 19g) were considered in the measurement. All tag positions

in the setup had a line-of-sight connection to the interrogator antenna. Details on the
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used RFID system are listed in table B.2. The tag and interrogator sensitivities that

were given in the data-sheets were confirmed through measurements. In addition to

that, confirming measurements can be found in the literature [259, 260].
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Figure B.6: Setup for the tag read range measurements (LOS1 scenario; top view)

Table B.2: RFID system setup for readability measurements

Parameter Value

Type PUR-RMCU-500U by RF-Embedded
Antenna Type Poynting A-PATCH-0025 (circularly polarized patch)
Max. Antenna Gain 7 dBi
Sensitivity -66 dBm
Max. Tx Power 27 dBm
Frequency 867.1 MHz (λ = 0.345 m)

Interrogator

Baseband Coding FM0 (40 kHz)

Type UPM Raflatac DogBone
IC Impinj Monza 3
IC Sensitivity -15 dBm
Antenna Folded Dipole
Max. Antenna Gain 2.1 dBi

Tag

Overall Sensitivity -17.1 dBm

Using equation (B.4), the read range for the used RFID system was calculated as dmax =

dmax,down = 6.9 m. Because the maximum interrogator-to-tag distance in the used setup

was 6.10 m, all considered tag positions should have been readable. Figure B.7 shows the

results of the readability measurement. In contrast to the free-space estimation (dashed

line), read (!) and no-read (–) zones are existent in the room. Thus, it is not possible

to define a maximum read range for this scenario.

For comparison, the received signal power at the tag location (downlink) and the received

signal power at the interrogator location (uplink) were simulated to decide if a tag at a

certain location in a specified RFID system setup is readable. The interrogator transmits

a sinusoidal signal in the downlink to power the tag and to receive data from the tag

in uplink. In the tag readability simulations, this additional downlink signal was not

used. If a special system setup is considered and a certain tag position is readable in
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Figure B.7: Results of the tag read range measurement (LOS1 scenario)

I = interrogator, != tag readable, – = tag not readable,
dashed line = free-space read range

the downlink, enough power will reach the tag in the uplink because there are no more

modulation losses present1.

In the simulation environment, individual plots for the read-zones in the downlink (see

figure B.8) and in the uplink (see figure B.9) were generated. It can be seen that the

estimation of the tag readability cannot be based on the downlink alone. Different no-

read zones can be found in both links that have to be combined to make a general

prediction of the tag readability (see figure B.10). The matching of the measurement

with the combined simulation results is shown in figure B.11. The readability of tags

positioned to 116 out of 133 (87%) measurement locations were predicted correctly by

the simulation. From the 17 wrongly predicted points, only eight (6%; f0 points in

figure B.11) were marked in the simulation as readable but they were not readable in

the measurement.

1Considering an interrogator that transmits a QUERY command with amplitude modulation (90%
modulation depth) and pulse interval encoding, it can be calculated that the power level of the sinusoidal
signal from the interrogator in the uplink is 2.3 dB higher than the power of the modulated signal in the
downlink.



Appendix B. Enhanced Transmission Channel Model 181

I

119 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2

a

b

c

d

e

f

g

Figure B.8: Simulated read (!) and no-read (–) zones
in the downlink (interrogator → tag; LOS1 scenario)
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Figure B.9: Simulated read (!) and no-read (–) zones
in the uplink (tag → interrogator; LOS1 scenario)
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Figure B.10: Simulated overall read (!) and no-read (–) zones (LOS1 scenario)
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Figure B.11: Matching of the simulations and the measurements (LOS1 scenario)
blue = match, f0 = false no-read in simulation, f1 = false read in simulation



Appendix B. Enhanced Transmission Channel Model 182

B.5.3 LOS2 Measurement and Simulation Results

The tag readability setup was placed into a standard university seminar room of size

7.25 m × 4.70 m × 3.00 m to conduct a second measurement under line-of-sight con-

ditions (see figure B.12). The interrogator antenna was placed to the center of the

x-dimension of the room (x = 2.35 m) with a distance of 0.85 m to the wall at a height

of 0.80 m. Fourteen tags (‘a - n’in figure B.12) were arranged vertically on a wooden

stand with a distance of 0.30 m to each other on the x-axis of the room at a height of

0.80 m. The distance of the first and the last tag to the walls of the room was 0.40 m.

The measurement procedure was the same as described in the previous section. The

measurement results are depicted in figure B.13. A simulation of the tag readability was

conducted for the uplink and the downlink and combined to estimate the overall read-

ability (see figure B.14). The matching of the simulation and the measurement results

is shown in figure B.15. For 86% (228 locations) of the 266 measurement points, the

readability was estimated correctly.
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Figure B.12: Setup for the additional tag read range measurements
(top view; LOS2 scenario)
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Figure B.13: Measurement of the read (!) and no-read (–) zones (LOS2 scenario)

119 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2

a

b

c

d

e

f

g

h

i

j

k

l

m

n

I

Figure B.14: Simulated overall read (!) and no-read (–) zones (LOS2 scenario)
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Figure B.15: Matching of the simulations and the measurements (LOS2 scenario)
blue = match, f0 = false no-read in simulation, f1 = false read in simulation
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B.5.4 NLOS Measurement and Simulation Results

In this measurement, a high-frequency absorber of size 0.30 m × 0.50 m × 0.40 m was

used to block the LOS path (and/or other multipath components) for different tag

positions. Figure B.16 shows a top view drawing of the NLOS measurement setup. The

measurement results are shown in figure B.17, the combined up-/downlink readability

simulation in figure B.18, and the matching of the simulation and measurement results

in figure B.19. As can be seen, the readability of 114 tag positions (88%) was estimated

correctly in the simulation.
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Figure B.16: Setup for the NLOS tag readability measurements
(top view; NLOS scenario)
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Figure B.17: Measurement of the read (!) and no-read (–) zones (NLOS scenario)
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Figure B.18: Simulated read (!) and no-read (–) zones (NLOS scenario)
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C.1 FEKO Simulation Software

Figure C.1: Model of a microstrip patch antenna in CADFEKO

Figure C.2: Three-dimensional gain pattern of a microstrip patch antenna in POST-
FEKO
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C.2 Nearest Point Algorithm

After estimating the direction of the target tag from N different antenna array positions

in the localization area, the localization task is to find the point Pm in space which has

the minimum distance from all N lines connected to the target tag directions:

Pm = arg min
P∈R3

N∑
i=1

d2(P, gi) (C.1)

where gi is the line connected to one of the N direction estimates. The point P can be

determined as follows if N = 3:

1. Compute the linear functions describing the straight line from antenna array i

towards the estimated direction using the estimated angles φi and θi with i =

1, 2, 3.

This can be done beneficially in parametric form where t ∈ R denotes the param-

eter: 
x

y

z

 = ~vRi + t~vDi

=


xRi

yRi

zRi

+ t


cosφi sin θi

sinφi sin θi

cos θi

 (C.2)

Note that the angles θi and φi are measured in the antenna-array-specific coordi-

nate system

2. Consider the N skew lines gi = {~vi + t~wi|t ∈ R} with i = 1, 2, ..., N and the point

~p. Then, the squared (minimum) distance between the line and the point is given

by (see standard textbook on analytic algebra):

d2 =
|(~p− ~vi)× ~wi|2

|~wi|2
,

where × denotes the vector product.
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Now assuming that, without loss of generality, the directional vectors ~wi are nor-

malized to |~wi| = 1, one gets for the sum of squared Euclidean distances:

D =
N∑
i=1

d2
i =

N∑
i=1

∣∣∣∣∣∣∣∣

px − vxi
py − vyi
pz − vzi

×

wxi

wyi

wzi


∣∣∣∣∣∣∣∣
2

=
N∑
i=1

∣∣∣∣∣∣∣∣

hxi

hyi

hzi

×

wxi

wyi

wzi


∣∣∣∣∣∣∣∣
2

=

N∑
i=1

∣∣∣((hyiwzi − hziwyi), (hziwxi − hxiwzi), (hxiwyi − hyiwxi))T ∣∣∣2
=

N∑
i=1

(
(hyiwzi − hziwyi)2 + (hziwxi − hxiwzi)2 + (hxiwyi − hyiwxi)2

)
3. This is a quadratic form, having only one minimum, calculated by setting the

partial derivations with respect to the point coordinates equal to zero:

∂D

∂px
=

N∑
i=1

(0 + 2(hziwxi − hxiwzi)(−wzi) + 2(hxiwyi − hyiwxi)wyi)

0 =
N∑
i=1

(
(w2

yi + w2
zi)px − wxiwyipy − wxiwzipz+

+(−(w2
yi + w2

zi)vxi + wxiwyivyi + wxiwzivzi)
)
, (C.3)

∂D

∂py
=

N∑
i=1

(2(hyiwzi − hziwyi)wzi + 0 + 2(hxiwyi − hyiwxi)(−wxi))

0 =
N∑
i=1

(
−wxiwyipx + (w2

xi + w2
zi)py − wyiwzipz+

+(wxiwyivxi − (w2
xi + w2

zi)vyi + wyiwzivzi)
)

(C.4)

and

∂D

∂pz
=

N∑
i=1

(2(hyiwzi − hziwyi)(−wyi) + 2(hziwxi − hxiwzi)wxi + 0)

0 =
N∑
i=1

(
−wxiwzipx − wyiwzipy + (w2

xi + w2
yi)pz+

+(wxiwzivxi + wyiwzivyi − (w2
xi + w2

yi)vzi)
)

(C.5)
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This results in the system of equations:
∑N

i=1(w2
yi + w2

zi) −
∑N

i=1wxiwyi −
∑N

i=1wxiwzi

−
∑N

i=1wxiwyi
∑N

i=1(w2
xi + w2

zi) −
∑N

i=1wyiwzi

−
∑N

i=1wxiwzi −
∑N

i=1wyiwzi
∑N

i=1(w2
xi + w2

yi)



px

py

pz

 =

=


∑N

i=1(w2
yi + w2

zi)vxi − wxiwyivyi − wxiwzivzi∑N
i=1−wxiwyivxi + (w2

xi + w2
zi)vyi − wyiwzivzi∑N

i=1−wxiwzivxi − wyiwzivyi + (w2
xi + w2

yi)vzi


(C.6)

For the 2D case with pz = vzi = wzi = 0 one finds:( ∑N
i=1w

2
yi −

∑N
i=1wxiwyi

−
∑N

i=1wxiwyi
∑N

i=1w
2
xi

)(
px

py

)
=

( ∑N
i=1w

2
yivxi − wxiwyivyi∑N

i=1−wxiwyivxi + w2
xivyi

)
(C.7)

The advantage of the proposed algorithm is its ability to work for any number of target

tag direction estimates and for both cases, the two-dimensional and three-dimensional

one. The algorithm computes the optimum linear solution for the AoA problem related

to minimum Euclidean distances to all estimates assuming a Gaussian error distribution

in the x,y,z coordinates of the target.

A suboptimal solution can be formulated as follows: Assuming that estimates of the

target tag direction from three different antenna arrays on the ground plane are available.

Then the following steps can be performed to get an estimated position of the tag:

1. Compute the linear functions describing a straight line in the estimated direction

from the measured angles-of-arrival θn for n = 1, 2, 3.

2. The point in space has to be found that has a minimum distance to all three skew

lines that were constructed in 1. This problem should be solved in a minimum

mean square sense. A practical approach is as follows:

(a) Consider pairs of skew lines gi = {~vi + r ~wi|r ∈ R} and gj = {~vj + s ~wj |s ∈ R}
and compute the minimum Euclidean distance between them as

dij =
| (~vj − ~vi) · ( ~wj × ~wi) |

| ~wj × ~wi|
, (C.8)

where × denotes the vector product and · the scalar product.

(b) The normal vector (length = 1) of the plane parallel to both lines is given as:

~n =
( ~wj × ~wi)

| ~wj × ~wi|
(C.9)
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(c) Compute the points on both lines belonging to the shortest line connecting

both skew lines by solving the system of equations for tm and sm:

~vi + tm ~wi = ~vj + sm ~wj + dij~n (C.10)

which contains three equations for two unknowns.

(d) Repeat this for the two other pairs of skew lines.

(e) Determine the center points c1, c2, c3 of the connecting lines of pairs (g1, g2),

(g1, g3), (g2, g3) of skew lines. Connecting these center points results into a

triangle of which the centroid can be used as an estimate for the tag position.

Alternatively, use a numerical approach to find the two points by running up one line

and finding for each point the distance to the other line. Stop if the distance is minimum.
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C.3 Experimental Testbed

C.3.1 DSP Unit

Figure C.3 shows a block diagram of the new, self-designed DSP unit for the phase-

difference measurement of a tag signal. A three-element antenna array connects to the

receiver inputs of three RF front-end modules. The main component of these modules

is the integrated UHF RFID interrogator IC IDS Microchip R901G (or the equivalent

AMS AS3991) that comprises all analogue (modulator, filter, etc.) and digital blocks

to implement the full EPCglobal protocol. The transmitter path of RF front-end 3 is

connected to a separate antenna. The local oscillator frequency for the demodulation

process is provided by a LO (local oscillator) module that feeds the three interrogator

modules with an in-phase sine signal generated by a synthesizer IC (Analog Devices

ADF4360-7). The control and communications module includes an analog-to-digital

converter (Maxim MAX1304) for sampling of the six IQ base-band signals generated

by the RF front-ends and two microcontrollers (STmicroelectronics STM32F407 and

STM32F405). It connects the AoA unit via RS232, Ethernet or USB to a PC that

controls the measurement process and collects the AoAs from all connected units to

angulate the position of the tag. A picture of the full AoA unit is depicted in figure C.4.

For the calculation of the AoA, the RF front-end module 2 starts a communication cycle

with the tag to read its Electronic Product Code. From the demodulated tag response,

250 samples (relating to around 70 symbols) are used for computing the correlation

as described in section 5.3.1. As a measure for the received signal strength of the tag

signal, the sum of the mean signal power of the received baseband IQ signals of the three

antenna array elements is calculated.



Appendix C. Receiver Beamforming Localization 193

Patch Antenna Array

LO Module

Control Module

U
S

B

E
th

e
rn

e
t

R
S

2
3

2

TXRXRX RX

Patch Antenna

PA PA PA

Base Board

I Q I Q I Q

A/DA/DA/D

Synthesizer 
and VCO

Micro-

controller

LNA

PA

LNALNA

R
F
 F

ro
n

t-
E

n
d

 2

R
F
 F

ro
n

t-
E

n
d

 3

R
F
 F

ro
n

t-
E

n
d

 1

Figure C.3: Block diagram of the AoA unit

Control Module LO ModuleBase Board RF Front-End

Figure C.4: Picture of the DSP unit
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C.3.2 Circularly Polarized Transmitter Patch Antenna

The circularly polarized patch antenna that is displayed in figure C.5 is used as the

AoA unit’s transmitter antenna. It supports the current and the future European UHF

RFID frequency ranges and is made of two aluminium plates: one square plate for the

ground plane (222 mm × 222 mm) and one circular plate for the patch element (diameter

169 mm). Capacitive feeding is realized with two circular plates made of brass, arranged

1.5 mm behind the patch element. A 3-dB 90◦ branch-line coupler provides the necessary

signals for circular polarization. The measured mean values of the antenna gain are

8.5 dBi (867.1 MHz) and 8.2 dBi (920.3 MHz). The corresponding 3-dB-beamwidths are

73.5◦ and 65◦, respectively. The axial ratio is below 1 dB for 867.1 MHz and below 1.9 dB

for 920.3 MHz.

Figure C.5: Pictures of the circularly polarized patch antenna (side and top view)
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C.3.3 AoA Unit

Figure C.6 shows a picture of the full AoA unit.

DSP Unit

Rx Antenna 

Array

Tx Antenna

Figure C.6: Pictures of the AoA unit

C.3.4 Tags

The UPM RaflaTac DogBone label tag that is displayed in figure C.7 consists of Impinj

tag IC and a folded dipole antenna. It operates in a frequency range between 860 MHz

and 960 MHz and has a size of 97 mm × 27 mm.

Figure C.7: UPM RaflaTac DogBone label tag
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Based on the passive UHF RFID tag IC G2XM by NXP, a tag was developed that is

matched to a 50 Ω load and allows the connection of any 50Ω-matched antenna (e.g. a

circularly polarized patch antenna). Figure C.8 shows a picture of this tag where the 50

Ω matching is realized by means of a transmission line transformation on FR4 board.

Figure C.8: Passive UHF RFID tag matched to 50 Ω

C.4 Measurement Setups

AoA Unit

Tag

Horn 

Antenna

Figure C.9: Picture of the setup for the AoA measurements in the anechoic chamber
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AoA UnitTX Antenna Tag

Figure C.10: Picture of the setup for the AoA measurements on the university balcony

AoA Unit

TX Antenna

RX Array

Figure C.11: Picture of the seminar room localization measurement
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AoA Unit

TX Antenna

RX Array

Tag

Figure C.12: Picture of the machine hall localization measurement

Metallic 

Cylinder

Figure C.13: Picture of the machine hall localization measurement with an additional
scatterer
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Localisation

D.1 AoAct Unit

Figure D.1 shows a block diagram of the new, self-developed AoAct unit. Each of the

functional blocks was designed and built on separate circuit boards (see figure D.2).

These modules are attached to a common base board which is used for power supply

and signal distribution. In contrast to the AoA unit, the AoAct DSP unit is designed

to match the size of the patch antenna array. Thus, it can be attached to the rear of

the antenna array to form a single, compact unit.

The control module is built around a microcontroller (STMicroelectronics STM32F407)

that synthesises the baseband transmitter signals and controls all other hardware mod-

ules. The six baseband signals (I and Q components for three RF front-ends) are gener-

ated using a digital-to-analog converter (DAC, Texas Instruments TLV5630). A second,

auxiliary DAC is used to generate several reference signals for the RF front-end, such

as the control voltages for the power amplifiers. For communication to a host PC, there

are three different interfaces available: USB, Ethernet and RS232. The LO (Local Os-

cillator) module consists of an integrated synthesizer (Analog Devices ADF4360) that

generates three synchronous high-frequency signals for the RF front-ends. The RF front-

end is used to modulate the synthesized I and Q components onto the high-frequency

carrier. It consists of an integrated modulator (Texas Instruments TRF3701), a power

amplifier (RFMD RF5110G), and a power detector (Texas Instruments LMV225). RF

front-end 2 is equipped with a low-noise amplifier (LNA, TriQuint TQP3M9007) and an

integrated RFID interrogator (Austria Microsystems AS3991) that is used as a demod-

ulator. It also includes all necessary filtering for the RF and the baseband signals.

199



Appendix D. Transmitter Beamforming Localisation 200

Patch Antenna Array

LO Module

Control Module

U
S

B

E
th

e
rn

e
t

R
S

2
3

2

RF Front-End 2

RXTX

RF Front-End 1

TX

RF Front-End 3

TX

Patch Antenna

Power 

Detector

Power 

Detector

Power 

DetectorPA PA

PA PA PA

PA

Base Board

I Q I Q I Q

D/AD/AD/A

Synthesizer 
and VCO

Micro-

controller

I Q

LNA

Figure D.1: Block diagram of the AoAct unit

RF Front-End LO Module Control ModuleBase Board Antenna Array

Figure D.2: Picture of the AoAct unit (top view and side view)
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With this RF front-end, it is possible to receive and demodulate the response of the RFID

tag. The firmware of the microcontroller on the control module includes all drivers to

control the connected peripherals (e.g. the DACs) and to communicate with external

host systems (e.g. USB). The full EPCglobal communication protocol is implemented,

including the generation of the baseband I and Q components using the connected

DAC. Additionally, the decoding of the received tag signal is realized. The phase of the

transmitter signal can be set in 0.06◦ steps in a range of -180◦ to 180◦ and the level from

-20 dBm to 27 dBm in 0.001 dB steps. To test the readability of a tag, a communication

cycle to read the EPC (Electronic Product Code) of the tag is started. In the process

of estimating the AoAct of a tag, it is marked as readable (or activated) if it is possible

to receive and decode a valid EPC from the tag.

A circularly polarized patch antenna (see section C.3.2) is used as the receiver antenna

for the AoAct unit and the new circularly polarized three-element patch antenna array

as the transmitter antenna (see section 5.3.1).

A host PC Matlab software is implemented to control the AoAct unit (setting phases

and levels for the desired beam pattern and executing the AoAct estimation algorithm).

It also allows recording and plotting of the received signal powers and the tag readability.

It should be noted that this software is only needed to visualize the measurement results

during the AoAct estimation process. The process itself is fully executed on the AoAct

unit.

The processing time for setting the three signal phases and levels to change the beam

pattern is negligible. The implemented EPCglobal communication protocol supports

data rates up to 80 KBit/s. At this data rate, the time to execute a full EPCglobal

communication cycle to read the tag’s EPC takes approximately 5 ms. The maximum

angular beamsteering range of the used three-element array is ±52◦, which equals phase

differences of the transmit signals in the full range of ±180◦. To sweep through this range

in 1◦ phase steps while recording the tag readability takes approximately 1.8 seconds.

D.2 Beam Pattern Measurements

Figures D.3 and D.4 show measured beam patterns for equal transmitter power levels

PTx,1 = PTx,2 = PTx,3 = 25 dBm (i.e. equal absolute values Al = 1 for the beam former

weights wl) for each array element, a fixed phase of ϕ1 = 0◦ for the center element and

varying phases ϕ0 = ϕ,ϕ2 = −ϕ for the outer elements. The designation of the single

graphs in the figures is as follows: ϕ0, ϕ1, ϕ2.
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Figure D.3: Measured beam patterns for ϕ = −160◦,−150◦, ..., 0◦
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[62] V. R. Okan Yalak, Phillip Tomé, “Hybridization of MEMS and assisted GPS,”

Inside GNSS, vol. 2, pp. 34–42, January 2007.

[63] P. Kemppi, T. Rautiainen, V. Ranki, F. Belloni, and J. Pajunen, “Hybrid po-

sitioning system combining angle-based localization, pedestrian dead reckoning

and map filtering,” in International Conference on Indoor Positioning and Indoor

Navigation, pp. 1–7, September 2010.

[64] C. Keßler, C. Ascher, M. Flad, and G. F. Trommer, “Multi-sensor indoor pedes-

trian navigation system with vision aiding,” Gyroscopy and Navigation, vol. 3,

pp. 79–90, April 2012.

[65] J. Seitz, T. Vaupel, S. Meyer, J. G. Boronat, and J. Thielecke, “A hidden markov

model for pedestrian navigation,” in 7th Workshop on Positioning, Navigation and

Communication, pp. 120–127, March 2010.

[66] Y. M. Shin, Seung Hyuck; Kim, Hyun Wook; Park, Chan Gook; Yoo, “Sit-down

& stand-up awareness algorithm for the pedestrian dead reckoning,” in European

Navigation Conference on Global Navigation Satellite Systems, pp. 1–6, May 2009.

[67] W. Liu, C. Hu, Q. He, M. Q.-H. Meng, and L. Liu, “An hybrid localization system

based on optics and magnetics,” in IEEE International Conference on Robotics

and Biomimetics, pp. 1165–1169, December 2010.

http://www.totaltraxinc.com/smart-forklift-solutions/the-sky-trax-system/
http://www.totaltraxinc.com/smart-forklift-solutions/the-sky-trax-system/


References 209

[68] S. Song, C. Hu, M. Li, W. Yang, and M. Q.-H. Meng, “Real time algorithm for

magnet’s localization in capsule endoscope,” in IEEE International Conference on

Automation and Logistics, pp. 2030–2035, August 2009.

[69] J. Blankenbach and A. Norrdine, “Position estimation using artificial generated

magnetic fields,” in International Conference on Indoor Positioning and Indoor

Navigation, pp. 1–5, September 2010.

[70] K. Atsuumi and M. Sano, “Indoor IR azimuth sensor using a linear polarizer,” in

International Conference on Indoor Positioning and Indoor Navigation, pp. 1–5,

September 2010.

[71] D. Hauschildt and N. Kirchhof, “Advances in thermal infrared localization: Chal-

lenges and solutions,” in International Conference on Indoor Positioning and In-

door Navigation, pp. 1–8, September 2010.

[72] F. Boochs, R. Schutze, C. Simon, F. Marzani, H. Wirth, and J. Meier, “Increasing

the accuracy of untaught robot positions by means of a multi-camera system,” in

International Conference on Indoor Positioning and Indoor Navigation, pp. 1–9,

September 2010.

[73] S. Sooyong Lee and J.-B. Jae-Bok Song, “Mobile robot localization using infrared

light reflecting landmarks,” in 2007 International Conference on Control, Automa-

tion and Systems, pp. 674–677, IEEE, 2007.

[74] R. Mautz and W. Y. Ochieng, “A robust indoor positioning and auto-localisation

algorithm,” Journal of Global Positioning Systems, vol. 01, pp. 38–46, June 2007.

[75] M. Alloulah and M. Hazas, “An efficient CDMA core for indoor acoustic position

sensing,” in International Conference on Indoor Positioning and Indoor Naviga-

tion, pp. 1–5, September 2010.

[76] H. Schweinzer and M. Syafrudin, “LOSNUS: An ultrasonic system enabling high

accuracy and secure TDoA locating of numerous devices,” in International Con-

ference on Indoor Positioning and Indoor Navigation, pp. 1–8, September 2010.
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