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Prediction of Adverse Glycemic Events from
Continuous Glucose Monitoring Signal

Matteo Gadaleta, Andrea Facchinetti, Enrico Grisan, Michele Rossi

Abstract—The most important objective of any diabetes ther-
apy is to maintain the blood glucose concentration within
the euglycemic range, avoiding or at least mitigating critical
hypo/hyperglycemic episodes. Modern Continuous Glucose Mon-
itoring (CGM) devices bear the promise of providing the patients
with an increased and timely awareness of glycemic conditions as
these get dangerously near to hypo/hyperglycemia. The challenge
is to detect, with reasonable advance, the patterns leading to risky
situations, allowing the patient to make therapeutic decisions on
the basis of future (predicted) glucose concentration levels. We
underline that a technically sound performance comparison of
the approaches that have been proposed in recent years is still
missing, and is thus unclear which one is to be preferred. The
aim of this study is to fill this gap, by carrying out a comparative
analysis among the most common methods for glucose event
prediction. Both regression and classification algorithms have
been implemented and analyzed, including static and dynamic
training approaches. The dataset consists of 89 CGM time series
measured in diabetic subjects for 7 subsequent days. Performance
metrics, specifically defined to assess and compare the event
prediction capabilities of the methods, have been introduced
and analyzed. Our numerical results show that a static train-
ing approach exhibits better performance, in particular when
regression methods are considered. However, classifiers show
some improvement when trained for a specific event category,
such as hyperglycemia, achieving performance comparable to the
regressors, with the advantage of predicting the events sooner.

Index Terms—Continuous glucose monitoring (CGM), event
prediction, machine learning, signal processing, type 1 diabetes.

I. INTRODUCTION

Diabetes is a metabolic disorder characterized by chronic
hyperglycemia resulting from a deficient insulin production
or utilization. This is due to the destruction of beta cells
in the pancreas (type 1 diabetes), which requires daily ad-
ministration of insulin, or an ineffective use of insulin (type
2 diabetes) [1]. Insulin-dependent diabetes requires a daily
management, which commonly consists in diet, physical exer-
cise and exogenous insulin administration [2], [3], which are
tuned on the basis of self-monitoring blood glucose (SMBG)
measurements usually performed 3-4 times per day.

In recent years, blood glucose (BG) monitoring has been
revolutionized by the advent of Continuous Glucose Moni-
toring (CGM) sensors, consisting of wearable subcutaneous
needle-based and minimally-invasive devices that allow mea-
suring the BG concentration almost continuously (1-5 min
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sampling period) for several consecutive days/weeks. Thanks
to this, and to the availability of acoustic/visual alerts for
hypo/hyperglycemia, CGM sensors have become a key tool
to effectively improve diabetes management and glucose con-
trol [4]. However, avoiding hypoglycemic and hyperglycemic
events, or at least mitigating their frequency and duration,
still remains an open challenge [5]. In particular, the real-time
prediction of future levels of BG concentration from its past
history could allow the patient to take therapeutic actions
on the basis of predicted glycemic levels instead of the
current glycemic status, possibly mitigating and/or avoiding
imminent critical events [6], [7]. Most of the modern sensors
include hardware capable of performing heavy computations.
The relatively low sensors’ sampling frequency allows for
near-realtime operation. Nevertheless, most of the wearable
sensors usually delegate this task to an additional, more
powerful device, to enhance their battery time and to limit
the memory requirements [8].

Several algorithms for the real-time prediction of hypo-
glycemic and hyperglycemic events from CGM data have
been proposed in the literature. Glucose prediction by using
as input only the past history of the CGM signal has been
explored with auto-regressive models [9], [10], [11], artifi-
cial neural networks [12], and kernel-based methods [13].
Since glucose dynamics are influenced by the quantity of
ingested carbohydrates (CHO), injected insulin, physical ac-
tivity, etc., glucose prediction algorithms that consider some
(or even all) of these signals have been proposed, e.g.,
autoregressive-moving average with exogenous inputs mod-
els [14], [15], [16], random forests [17], support vector based
algorithms [18], Gaussian processes [19], linear multi-step
predictors [20], neural networks [21], [22], [23], [24], [25]
and multi-model systems [26]. An increasing spread of data-
driven approaches can be observed, and the availability of high
quality measurements is of primary importance. In [27], for
example, the authors make use of artificially generated data
to obtain a large dataset. Nevertheless, real data is always
preferable and leads to a more accurate prediction analysis.
Despite these attempts, commercial CGM sensors still do not
embed any prediction algorithm for the early detection of
hypoglycemia and hyperglycemia [4], [5], at variance with
the “artificial pancreas” systems that couple a sensor with an
insulin/glucose pump connected in close loop. However, basic
methods are typically used for these devices. For example, a
simple linear projection algorithm is embedded in Medtronic
systems, both sensor-augmented pumps [8] and hybrid closed
loop systems [28], to predict hypoglycemia and suspend the
basal insulin delivery trying to mitigate hypoglycemic states
(“suspend before low”). One of the reasons for this, is that
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Fig. 1: System diagram. Static (a) and Dynamic (b) models.

prediction algorithms have been developed and tested using
different datasets (either real or simulated), and that an in
depth comparison of their performance on the same dataset
is still missing [29].

The main contribution of this paper is to fill the afore-
mentioned gap, offering a performance comparison among
regression and classification algorithms for hypoglycemic and
hyperglycemic event prediction based on CGM data. Two
different approaches have been implemented and analyzed:
static and dynamic methods, which are detailed in Section II.
Numerical results are presented in Section III. Most of the
previous works focus on the prediction performance of the
algorithms. Here, we go one step further, looking at the event
detection problem, introducing a specific analysis for this
purpose, and showing that common prediction metrics are not
always in accordance with event detection capabilities. Finally,
in Section IV we provide some concluding remarks.

II. METHODS

The present work is meant to be a comparative analysis
among the most common machine learning algorithms for
glucose events prediction. Only the Continuous Glucose Mon-
itoring (CGM) readings are considered for this study, whereas
exogenous inputs or any additional information are not taken
into account as they are not available in our dataset.

In this study, two different approaches have been analyzed
and tested (see Fig. 1), defined as follows:
Static - A single model is trained once, in an offline fashion,
using a subset of the available data. The data may belong to
subjects different from the one considered in the test phase.
The model is never updated during the test and a fixed amount
N of previous samples are used as input.
Dynamic - The model is updated with each new sample. M
previous samples are used to update the model, and N previous
samples are used to estimate future glucose levels or events.
Note that M > N in order to have enough training samples for
updating the model. In this case, the data used for updating
the model and the data used for the test belong to the same
subject.

In this paper, several machine learning techniques have
been analyzed. These models can be divided in two main

categories: regression and classification algorithms, detailed
in the following sections.

A. Regression algorithms

The aim of this type of algorithms is to predict the future
value of the BG concentration, that is considered to be a real
number, from measurements acquired in the past. In general,
they implement a function r such that:

r(XN
t ,βt ) = x̂t+ph x̂t+ph ∈ R , (1)

where XN
t = [xt−N+1, . . . , xt ] ∈ RN is a vector containing the

last N CGM readings, ph is the prediction horizon, and βt

represents a vector containing algorithm-specific parameters.
This parameter vector is unknown and is to be found during the
training process. The sub-index t represents the discrete time
progression. In general, βt is not constant. In particular, if a
dynamic approach is used, the model parameters continuously
change at each iteration; when considering a static model,
instead, the parameters are optimized in the training phase, and
then remain fixed (βt = β). As performance metric, we define
the regression error, corresponding to a prediction horizon ph,
as:

epht = xt+ph − x̂t+ph . (2)

Furthermore, a Root Mean Square Error (RMSE) can be
associated with an entire signal of T samples as follows:

RMSE =

√√√
1
T

T∑
t=1

(
epht

)2
. (3)

Sum of Squares of the Glucose Prediction Error (SSGPE),
defined in Eq. (4), is also considered as a relative error
estimation metric.

SSGPE =

√√√√√ ∑T
t=1

(
epht

)2

∑T
t=1

(
xt+ph

)2 . (4)

The methods considered in this study that fall into this
category are: linear, quadratic and spline fitting, Linear Re-
gression, Bayesian Regression [30], Support Vector Regression
(SVR) [31] and Autoregressive Integrated Moving Average
(ARIMA) models.
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B. Classification algorithms

In order to perform a classification of the events correspond-
ing to specific levels of BG concentration, the BG has been
quantized into a finite number of classes. Following a well-
accepted and commonly used definition [32], the following
states have been considered: severe hyperglycemic (SHyper),
hyperglycemic (Hyper), normal (Norm), hypoglycemic (Hypo)
and severe hypoglycemic (SHypo). The function q that maps
the CGM readings xt onto the class set C = {SHyper, Hyper,
Norm, Hypo, SHypo} is defined as follows:

ct = q(xt ) =



SHypo if xt 6 50
Hypo if 50 < xt 6 70
Norm if 70 < xt < 180
Hyper if 180 6 xt < 250
SHyper if xt > 250 .

(5)

All the measurement units are mg/dL and have been omitted
for the sake of conciseness. The aim of the classification
algorithms is to predict the future state given the past CGM
readings. In particular, all the classification models presented
in this study implement a function f such as:

f (XN
t , θt ) = ĉt+ph ĉt+ph ∈ C , (6)

where XN
t is a vector containing the previous N glucose

readings, θt is the unknown parameters vector and ph is the
prediction horizon. As for Eq. (1), upon completion of the
training phase, θt is a constant vector or it changes at each
iteration for the static and dynamic approach, respectively.

An accuracy measure is used as the performance metric for
the classification algorithms, which is here computed as the
percentage of classes that are correctly predicted. Note that the
accuracy metric is evaluated including the samples belonging
to all the considered classes (hypo, hyper and normal states).
Therefore, the result may be affected by an imbalanced dataset.

In this study, the following classification algorithms were
considered: Support Vector Machine (SVM) [33], k-Nearest
Neighbor (kNN) [34], Naive Bayes (NB) [35], Classification
Tree (CT) [36], Random Forest (RF) [37], AdaBoost [38],
Linear Discriminant Analysis (LDA).

C. Events detection

The ultimate goal of this study is to present a performance
evaluation framework involving a large number of prediction
and classification models, trying to figure out the most appro-
priate approach to solve glucose event prediction problems. We
consider as events all the time instants t̄ whose corresponding
samples verify one of the following conditions:

xt̄−1 > 50 and xt̄ 6 50 Severe Hypoglycemia Event
xt̄−1 > 70 and xt̄ 6 70 Hypoglycemia Event
xt̄−1 < 180 and xt̄ > 180 Hyperglycemia Event
xt̄−1 < 250 and xt̄ > 250 Severe Hyperglycemia Event

Four different sets can be created according to this criterion,
with each set containing all the events that meet one of the
above defined conditions. Due to the presence of measurement

Fig. 2: Example of severe hyperglycemic event onset. A Linear
Regression model has been considered.

noise and signal fluctuations, multiple consecutive events of
the same type could be observed within a short time frame.
To avoid this behavior, which is quite unrealistic, a settling
time of 30 minutes is also considered [39], [40]. That is, if a
specific event occurs, additional events of same type are not
considered for the following 30 minutes. The same procedure
can also be applied to the predicted samples x̂t , and a similar
approach is used for the predicted classes ĉt , where the event
is mapped onto a class change.

In the following, we refer to a specific set, containing a
generic type of event. The considerations that follow apply to
all events.

Let V = {t̄1, . . . , t̄V } be the generic set containing the V time
instants associated with the real events, obtained analyzing the
CGM measurements xt , and let P = {t̄1, . . . , t̄P} be the set
containing the P predicted events, found using the predicted
BG concentration values x̂t (or ĉt in case of classification
methods). Each element t̄p ∈ P is individually analyzed and
marked as either a True Positive (TP) or a False Positive (FP),
according to the following criterion.

Let define ∆t̄pv = t̄p − t̄v as the distance between a generic
predicted event time t̄p and a real event t̄v (see Fig. 2). With
ph we mean the temporal prediction step into the future. For
each t̄p ∈ P, if there exists t̄v ∈ V such as −k < ∆t̄pv < ph,
t̄p is considered to be a TP and t̄v is removed from the
set V and no longer considered in the following steps, to
prevent that the same event be considered multiple times. A
TP condition is indeed assigned to a predicted event that, in
general, actually occurs in the future, within a tolerance range.
If the condition above is not met, t̄p is considered to be a FP,
i.e., the predicted event will not occur or has already occurred.
k ∈ N is a positive constant that prevents the association
of events that are too distant apart. When there are multiple
events meeting the above condition, only the one with the
minimum |∆t̄pv | distance is considered. After having checked
all the elements in set P, all the remaining events in the set
V, if any, are tagged as False Negatives (FN). In fact, at this
point, the set V contains the observed events that have not
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TABLE I: List of possible conditions associated with a pre-
dicted event.

∆t̄pv < −k The event is out of the analysis range.
−k 6 ∆t̄pv < 0 The real event occurs later than the predicted time t̄p ,

but still within the tolerance range.
∆t̄pv = 0 The real event occurs exactly when predicted.

0 < ∆t̄pv < ph The real event t̄v occurs earlier than the predicted time
t̄p , but still in the future.

∆t̄pv > ph The real event has already happened. Its prediction has
failed.

been correctly predicted. In Tab. I, a list of possible conditions
associated with a predicted event is shown for clarity. In Fig. 2
an example of the onset of a severe hyperglycemic event is
shown, along with the predictions of a linear regressor with a
prediction horizon ph = 6.

Once all the TP, FP and FN events have been found, Preci-
sion, Recall and F-measure can be evaluated as follows [41]:

Precision =
NTP

NTP + NFP
(7)

Recall =
NTP

NTP + NFN
(8)

F-measure = 2 ·
Precision · Recall

Precision + Recall
(9)

where NTP , NFP and NFN are respectively the total number
of TP, FP and FN events. With these three metrics, an overall
assessment of the algorithm performance is possible, along
with a probabilistic interpretation. The Precision estimates the
fraction of correctly predicted events (i.e., the true positives)
among all the predicted events (including the false positive
outcomes). It can be interpreted as the probability that a
predicted event will actually happen in the near future. The
Recall, instead, estimates the fraction of real events that is
correctly predicted by the algorithm. It can be seen as the
probability that a real event is detected in advance. Both
these metrics are extremely important and should be jointly
considered to provide a complete performance analysis. The
F-measure combines these two metrics with an harmonic
mean, providing a good way to compare different algorithms’
outcomes.

Note that the metrics defined in Eqs. (7), (8) and (9)
refer to a specific set V, that is related to a particular event
type. When another event is considered, these results may
vary considerably. To provide an overall assessment, all the
different conditions can be aggregated and all the events can be
considered at the same time. In this study, we focus both on the
overall performance and on the specific hyperglycemic event,
which is considered to be of great importance for diabetic
patients.

A compact and clear overview of the event prediction
capabilities of a method can be assessed with these metrics.
Nevertheless, there is still a limitation, due to the loss of
information about the time difference ∆t̄pv between the pre-
dicted and the real events, referred to as prediction distance
in the following. Therefore, an additional statistical analysis is
devoted to the comparison of the prediction distances achieved
by each of the selected methods.

To provide more clarity, we remark the clear difference
between signal prediction and event prediction, and all the
corresponding metrics. The former is related to the capability
of the algorithm to predict the future value of the signal, or the
corresponding class in case of classifiers, given some historical
data. The event prediction analysis, instead, is specifically
intended to evaluate the ability to predict the occurrence of
a specific condition.

D. Training process

A different training process is used for the static and
dynamic approaches. We recall that the main difference be-
tween them is that the static model is trained only once,
the dynamic model, instead, is updated at each iteration. The
input data for each of these models, however, is of the same
type, i.e., they both take the past N CGM readings as input
and output the predicted BG concentration (for regressors) or
the corresponding class (for classifiers) at a preset prediction
horizon ph.

Let consider a generic vector XM = [x1, . . . , xM ] contain-
ing M measurements, and let ph be the prediction horizon,
with M > N + ph. A series of input samples iNn ∈ R

N , and
the corresponding output label on, can be extracted from this
vector, according to the following criterion:

Regression iNn = [xn−N+1, . . . , xn] on = xn+ph
Classification iNn = [xn−N+1, . . . , xn] on = q(xn+ph)

∀n ∈ {N, . . . ,M − ph} (10)

All the pairs (iNn , on) generated according to Eq. (10) are
included in a set used for training or testing the analyzed
models. In the following, the specific training procedure for
static and dynamic approaches is detailed.

1) Static model: Data acquired from K different subjects
is considered in this phase. Here, a Leave One Patient Out
validation procedure is used to evaluate the performance
metrics. In particular, at each round of the validation a subject
is considered as a test subject and referred to as the target
user. All the data belonging to the other K − 1 subjects is
used to generate a single training set according to Eq. (10).
Then, this set is employed to find the parameters β or θ in
Eqs. (1) and (6). Once the model is trained, its parameters
remain fixed. A test set, created with the target user data, is
used to evaluate the performance metrics, both for prediction
capabilities (residuals for regressors and accuracy for classi-
fiers) and event detection (Precision, Recall, F-measure). This
procedure is repeated for each subject in the dataset.

2) Dynamic model: For the dynamic model approach, only
the data belonging to the target user is considered, both for
training and testing procedures. Let us consider a generic time
instant t, and a vector containing the current (time t) and the
previous M − 1 measurements XM

t = [xt−M+1, . . . , xt ] ∈ RM .
A training set is generated from this vector using Eq. (10),
and it is used to find the model parameters βt or θt associated
with the current time instant. Then, the last N samples XN

t

are employed to make a prediction x̂t+ph , or ĉt+ph in case of
classifiers, where N < M represents the number of inputs for



5

Fig. 3: RMSE for increasing prediction horizon. As compari-
son, the results reported in [12], [21], [22] have been included.

Fig. 4: RMSE for increasing training samples of the dynamic
model.

Fig. 5: SSGPE for each regression method. Fig. 6: Accuracy for each classification method.

the selected model. Finally, the prediction is compared to the
real value xt+ph or ct+ph , to evaluate the performance metrics.

This procedure is repeated for each time instant t for which
both the future value xt+ph and XM

t are available. At each
iteration, the new measurement is added to the vectorXM

t , and
the oldest one is dropped, in order to always have a training
vector of fixed length, containing the last M readings.

Note that: 1) the model is trained using only the past data,
which is always available in a real implementation of the
algorithm, and 2) each model is used to predict a single value.

III. RESULTS

Data consist of CGM monitoring for 7 consecutive days
of 89 Type-1 Diabetes (T1D) patients, which are extracted
from a larger datasets. CGM traces were measured by the
Dexcom G4 Platinum CGM sensor (Dexcom Inc., San Diego,
CA), which has a sampling period of 5 minutes. The CGM
sensor has been inserted at the beginning of day 1 of the study
and calibrated accordingly to manufacturer instructions (i.e.,
twice at the beginning of the monitoring, and then every 12
hours). In this period, patients were admitted to the clinical

research center (CRC) at days 1, 4, and 7, each time for a
time period of 12 hours. During CRC admission, subjects
underwent a delayed-and-increased insulin bolus at meal-time
in order to simulate rapid glucose fluctuations, aimed at testing
CGM sensors in more challenging conditions. During the rest
of the monitoring, patients were asked to behave as usual (free-
living conditions). No additional signals, e.g., CHO content of
the meals or injected insulin, are available. Additional clinical
information, e.g., the cohort, are specified in [42].

Since during acquisition on real subjects, failures and irregu-
lar sampling may happen, the CGM data was first interpolated
using a third-order spline for obtaining a regular sampling
period, and then the value of any missing data reading was
imputed. In case of too many consecutive missing samples,
data is discarded and not considered in the corresponding
period of time. All the presented results are shown using
boxplots, which provide a statistical and compact view of the
results. The boxes represent the Interquartile Range (IQR), the
line is the median value, and the whiskers have a coverage
factor of 90%. A time window of N = 5 samples has been
considered for all the models. A further increase in the window
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size N did not show significant improvements.
In Fig. 3, the RMSE values for an increasing prediction

horizon ph are shown. As expected, the error considerably
increases for long-term predictions. SVR and Linear Re-
gression algorithms have been used here, but other methods
exhibit a similar behavior. For the sake of comparison, the
results reported in [12], [21], [22] are also shown in the
plot, bearing in mind that the dataset used is different. Note
that the algorithms implemented in [21] and [22] make use
of additional information on ingested carbohydrates, which
allows them to achieve better performance. If available, these
additional sources of information are expected to lead to
improved results. A prediction horizon of ph = 6 samples
(corresponding to 30 minutes) is considered for the following
analyses, as it provides a good trade-off between error and
prediction time.

The dimension M of the training data buffer (see Fig. 1)
for the dynamic approach is an important parameter to take
into account. The RMSE has been measured varying the
number of historical samples in the training set. The result is
shown in Fig. 4, where the RMSE performance of SVR and
Linear Regression dynamic models are shown as examples.
A saturation effect is observed for a buffer size larger than
M = 400 samples, beyond which no additional improvements
are observed. This value, which approximately corresponds
to 30 hours of training data, is then chosen to train the final
models.

The signal prediction performance of all the methods con-
sidered in this study is shown in Fig. 5 (regressors) and Fig. 6
(classifiers). SSGPE has been chosen as representative metric
for regression methods, and accuracy for classifiers, as defined
in Section II. Note that only a dynamic implementation has
been considered for linear fitting and ARIMA models. This
is why the results for their static versions do not appear in
Fig. 5. Quadratic and Spline fitting provide poor results, and
for this reason have also been omitted from the plot.

Some of the algorithms require to set a number of
hyper-parameters, which can heavily affect the performance
of the learning algorithms. Prior to the proper training of the
algorithms requiring such hyper-parameters, an optimization
phase is always required. This pre-train explores different
set of hyper-parameters, looking at the performance of the
algorithm on a validation set (separated from the training
and testing data). Once the pre-training phase is finished, the
hyper-parameters value is kept fixed during the subsequent
training and testing phases. Several ARIMA models of differ-
ent orders have been validated, considering all the possible
combinations up to a maximum of the second order. The
model that provided the best results has an autoregressive term
ar = 2, a differencing term i = 0 and a moving average term
ma = 0. All the presented results refer to these parameters.
Radial Basis Function (RBF) kernel is considered for kernel
based methods, i.e., SVM and SVR: a grid search procedure
has been applied during pre-training to optimize the penalty
parameter of the error term and the RBF kernel coefficient.
A number of 3, 5 and 10 neighbors have been considered for
the kNN algorithm, the results that we show use a value of
10. Finally, a maximum of 50 weak classifiers have been used

TABLE II: Hyper-parameters settings.

Method Parameters settings
Bay. Reg. All the shape and the inverse scale parameters for the

Gamma distribution priors have been set to 10−6.
SVR A radial basis function kernel has been considered. The

penalty parameter of the error term has been set to 53 and
the kernel coefficient to 5−6.

ARIMA A second order auto-regressive model has been considered.
AdaBoost A maximum of 50 estimators and a learning rate of 1 have

been considered [43].
CT Gini impurity has been used to measure the quality of a

split [44].
LDA Singular value decomposition has been used as the solver

method.
NB The likelihood of the features is assumed to be Gaussian.
RF 10 estimators have been considered. Gini impurity has been

used to measure the quality of a split.
SVM A radial basis function kernel has been considered. The

penalty parameter of the error term has been set to 105 and
the kernel coefficient to 1−7.

kNN 10 neighbors have been considered.

for the AdaBoost method. Please refer to Table II for further
details on the setting of hyper-parameters.

Regression methods (Fig. 5) exhibit very similar perfor-
mance both for static and dynamic approaches, except for the
Linear Fitting method, which provides higher errors. As for the
classification methods, all the dynamic models perform better,
in term of accuracy, than their static counterparts. LDA is the
model with the highest average accuracy across all classes.
As a general consideration, AdaBoost and NB perform worse
than other classification methods, on average.

Analyzing signal prediction performance is certainly a
good comparison strategy. Nevertheless, this approach could
be misleading when event detection capabilities need to be
assessed. An event, as defined in Sec. II-C, only occurs when
a predefined condition is met, such as the overcoming of a
threshold. However, the metrics that are commonly used to
evaluate prediction algorithms usually assume that all samples
are equally important, but this could lead to inappropriate
results, especially when the dataset is highly imbalanced,
due, for example, by the prevalence of normal states. In this
case, a small prediction error will be driven by the ability
of a method to follow the normal range, considering the
hypo- and hyper-glycemic events as outliers. For this reason,
and also to allow a direct comparison between regression
and classification algorithms, a more insightful analysis has
been devoted to event detection performance, as detailed in
Section II-C. A simple prediction method that considers the
last measurement as the predicted value is typically used
as a lower bound on the performance evaluation. Since this
method is not able to predict any event, as defined in this
study, it has no prediction capabilities and it has not been
considered in the results. The event-based performance metrics
are included in Fig. 7, where an exhaustive comparison among
all the methods is shown. In this figure, we show the Recall
(blue boxes), the Precision (red boxes) and the F-measure
(green boxes), dividing the results into two groups: regressors
and classifiers (separated through a vertical dashed line). The



7

TABLE III: Events detection metrics for all the analyzed methods, static and dynamic implementations, and for each event
type. The reported uncertainty refers to the standard deviation.

Severe Hypoglycemia Hypoglycemia Hyperglycemia Severe Hyperglycemia
Static Dynamic Static Dynamic Static Dynamic Static Dynamic

Lin. Fit.
Recall n/a 0.96 ± 0.11 n/a 0.93 ± 0.14 n/a 0.92 ± 0.08 n/a 0.92 ± 0.10

Precision n/a 0.24 ± 0.11 n/a 0.38 ± 0.16 n/a 0.51 ± 0.11 n/a 0.43 ± 0.13
F-measure n/a 0.37 ± 0.14 n/a 0.52 ± 0.17 n/a 0.65 ± 0.10 n/a 0.58 ± 0.13

Lin. Reg.
Recall 0.60 ± 0.33 0.62 ± 0.36 0.62 ± 0.22 0.51 ± 0.29 0.89 ± 0.08 0.78 ± 0.20 0.80 ± 0.17 0.61 ± 0.30

Precision 0.49 ± 0.28 0.55 ± 0.34 0.47 ± 0.20 0.41 ± 0.24 0.66 ± 0.11 0.63 ± 0.17 0.61 ± 0.17 0.50 ± 0.27
F-measure 0.51 ± 0.27 0.57 ± 0.34 0.53 ± 0.20 0.44 ± 0.25 0.75 ± 0.09 0.69 ± 0.17 0.68 ± 0.16 0.54 ± 0.27

Bay. Reg.
Recall 0.61 ± 0.32 0.59 ± 0.38 0.62 ± 0.22 0.50 ± 0.30 0.89 ± 0.09 0.77 ± 0.21 0.80 ± 0.17 0.60 ± 0.29

Precision 0.50 ± 0.28 0.54 ± 0.35 0.47 ± 0.20 0.41 ± 0.25 0.66 ± 0.11 0.62 ± 0.18 0.61 ± 0.17 0.49 ± 0.26
F-measure 0.52 ± 0.27 0.55 ± 0.35 0.53 ± 0.20 0.44 ± 0.26 0.75 ± 0.09 0.68 ± 0.18 0.68 ± 0.16 0.53 ± 0.27

SVR
Recall 0.49 ± 0.33 0.44 ± 0.39 0.75 ± 0.22 0.52 ± 0.29 0.87 ± 0.09 0.73 ± 0.19 0.83 ± 0.16 0.66 ± 0.27

Precision 0.43 ± 0.30 0.39 ± 0.34 0.51 ± 0.19 0.45 ± 0.26 0.64 ± 0.11 0.60 ± 0.17 0.62 ± 0.17 0.53 ± 0.24
F-measure 0.43 ± 0.27 0.39 ± 0.33 0.59 ± 0.19 0.46 ± 0.25 0.73 ± 0.09 0.65 ± 0.17 0.70 ± 0.15 0.58 ± 0.24

ARIMA
Recall n/a 0.53 ± 0.38 n/a 0.42 ± 0.29 n/a 0.68 ± 0.25 n/a 0.53 ± 0.27

Precision n/a 0.49 ± 0.36 n/a 0.37 ± 0.25 n/a 0.59 ± 0.22 n/a 0.46 ± 0.25
F-measure n/a 0.50 ± 0.36 n/a 0.39 ± 0.26 n/a 0.63 ± 0.23 n/a 0.49 ± 0.25

AdaBoost
Recall 0.28 ± 0.34 0.05 ± 0.12 0.54 ± 0.30 0.23 ± 0.23 0.82 ± 0.14 0.31 ± 0.19 0.29 ± 0.29 0.21 ± 0.18

Precision 0.11 ± 0.17 0.08 ± 0.17 0.28 ± 0.21 0.24 ± 0.25 0.53 ± 0.17 0.22 ± 0.14 0.32 ± 0.30 0.21 ± 0.21
F-measure 0.12 ± 0.15 0.06 ± 0.13 0.34 ± 0.21 0.22 ± 0.23 0.63 ± 0.14 0.25 ± 0.16 0.24 ± 0.20 0.20 ± 0.17

CT
Recall 0.95 ± 0.12 0.21 ± 0.31 0.89 ± 0.16 0.53 ± 0.30 0.94 ± 0.06 0.70 ± 0.18 0.92 ± 0.10 0.48 ± 0.32

Precision 0.13 ± 0.07 0.12 ± 0.17 0.23 ± 0.11 0.29 ± 0.17 0.32 ± 0.09 0.32 ± 0.11 0.28 ± 0.09 0.22 ± 0.15
F-measure 0.23 ± 0.11 0.14 ± 0.19 0.35 ± 0.14 0.36 ± 0.20 0.47 ± 0.10 0.44 ± 0.13 0.43 ± 0.10 0.30 ± 0.20

LDA
Recall 0.96 ± 0.12 0.10 ± 0.20 0.77 ± 0.21 0.25 ± 0.22 0.93 ± 0.06 0.71 ± 0.20 0.88 ± 0.10 0.41 ± 0.30

Precision 0.27 ± 0.13 0.18 ± 0.33 0.31 ± 0.16 0.29 ± 0.26 0.61 ± 0.13 0.51 ± 0.17 0.65 ± 0.15 0.30 ± 0.21
F-measure 0.41 ± 0.16 0.12 ± 0.22 0.42 ± 0.18 0.25 ± 0.21 0.73 ± 0.11 0.59 ± 0.17 0.74 ± 0.13 0.34 ± 0.24

NB
Recall 0.72 ± 0.26 0.20 ± 0.25 0.66 ± 0.20 0.44 ± 0.23 0.34 ± 0.14 0.23 ± 0.19 0.05 ± 0.09 0.15 ± 0.20

Precision 0.34 ± 0.21 0.12 ± 0.15 0.38 ± 0.18 0.32 ± 0.22 0.34 ± 0.13 0.21 ± 0.16 0.05 ± 0.09 0.13 ± 0.16
F-measure 0.44 ± 0.21 0.14 ± 0.17 0.45 ± 0.16 0.36 ± 0.21 0.33 ± 0.12 0.22 ± 0.17 0.05 ± 0.09 0.13 ± 0.17

QDA
Recall 0.88 ± 0.20 0.10 ± 0.19 0.79 ± 0.18 0.35 ± 0.26 0.93 ± 0.08 0.67 ± 0.19 0.81 ± 0.15 0.44 ± 0.27

Precision 0.30 ± 0.14 0.10 ± 0.19 0.33 ± 0.16 0.29 ± 0.22 0.52 ± 0.13 0.41 ± 0.16 0.39 ± 0.14 0.25 ± 0.16
F-measure 0.43 ± 0.17 0.10 ± 0.19 0.45 ± 0.17 0.31 ± 0.23 0.66 ± 0.12 0.50 ± 0.16 0.51 ± 0.14 0.31 ± 0.18

RF
Recall 0.93 ± 0.20 0.19 ± 0.27 0.86 ± 0.16 0.46 ± 0.28 0.92 ± 0.09 0.60 ± 0.20 0.91 ± 0.10 0.38 ± 0.28

Precision 0.18 ± 0.09 0.12 ± 0.17 0.30 ± 0.14 0.30 ± 0.19 0.43 ± 0.11 0.34 ± 0.14 0.44 ± 0.11 0.21 ± 0.15
F-measure 0.29 ± 0.13 0.14 ± 0.19 0.43 ± 0.17 0.36 ± 0.21 0.58 ± 0.11 0.43 ± 0.15 0.59 ± 0.11 0.26 ± 0.19

SVM
Recall 0.98 ± 0.08 0.31 ± 0.34 0.86 ± 0.19 0.62 ± 0.29 0.95 ± 0.06 0.81 ± 0.18 0.93 ± 0.08 0.58 ± 0.34

Precision 0.32 ± 0.13 0.13 ± 0.15 0.36 ± 0.17 0.32 ± 0.17 0.58 ± 0.13 0.47 ± 0.17 0.60 ± 0.14 0.34 ± 0.20
F-measure 0.47 ± 0.15 0.18 ± 0.19 0.49 ± 0.18 0.41 ± 0.21 0.71 ± 0.11 0.59 ± 0.17 0.72 ± 0.12 0.43 ± 0.25

kNN
Recall 0.96 ± 0.11 0.11 ± 0.20 0.86 ± 0.18 0.28 ± 0.24 0.92 ± 0.07 0.38 ± 0.21 0.85 ± 0.13 0.24 ± 0.21

Precision 0.26 ± 0.12 0.15 ± 0.29 0.37 ± 0.17 0.25 ± 0.22 0.56 ± 0.12 0.28 ± 0.17 0.55 ± 0.15 0.17 ± 0.16
F-measure 0.40 ± 0.15 0.12 ± 0.21 0.50 ± 0.17 0.25 ± 0.21 0.69 ± 0.10 0.32 ± 0.18 0.66 ± 0.13 0.20 ± 0.17

results in the same group refer to the static implementation
(dashed boxes) and to the dynamic model (solid line boxes).
As a general behavior, a high recall and a low precision can
be observed. This is typically due to a tendency to predict
events that will not really happen. This effect is particularly
emphasized for most of the static classifiers and for linear
fitting. Considering the F-measure as the most representative
score, static models always perform better, or at least are
comparable with the corresponding dynamic implementations.
It is worth noting that the signal prediction performance results
show a different behavior, especially for classifiers, where
the dynamic implementations show even better performance.
This result empirically demonstrates that the signal prediction
performance metrics, evaluated considering the entire signals,
could be very imbalanced and they are not always a good
indicator of event prediction capabilities, which require a more
thorough investigation.

The classifier showing the best performance is SVM, fol-
lowed by LDA and kNN. Regression methods, even if with
a lower recall, provide a significantly higher precision, which
leads to an improved F-measure. In particular, the static im-

plementation of SVR, Linear and Bayesian Regression provide
the best results across all methods.

We remark that these results refer to all the possible events,
including hypoglycemic and hyperglycemic conditions. It is
also interesting to evaluate the performance when only a
specific event is considered. For a more detailed analysis,
Table III reports all the event detection metrics, along with
their standard deviations, separating the results over the four
considered event types. Under this assumption, the classifi-
cation problem needs to be revised. The class space set C,
introduced in Section II-B, is now reduced to a binary set
CH = {Hyper, Norm}, and also the mapping function defined
in Eq. (5) is modified accordingly. All the classifiers are re-
trained solving this reduced binary classification problem. The
regressors, instead, remain the same, but their performance
is now evaluated on the specific event only, to obtain a fair
comparison.

In this study, we focus our attention on hyperglycemic
events. The frequent occurrence of these events in our dataset
makes them suitable for a more in-depth analysis. Fur-
thermore, in a preventive scenario, where a patient takes
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Fig. 7: Events detection metric for all the analyzed algorithms (prediction horizon ph = 6).

Fig. 8: Events detection metric for all the analyzed algorithms
only considering hyperglycemic events (prediction horizon
ph = 6).

pre-emptive actions based on the predicted glucose level, the
hyperglycemic condition is of primary importance. In Fig. 8,
the event detection performance of the three best regressors
and classifiers is shown, when only the hyperglycemic events
are considered. A significant overall improvement can be
observed. In particular, the classifiers exhibit improved per-
formance when specialized to detect a specific event (hyper-
glycemia in this case). Also in this case the static models
provide better results than their dynamic counterparts.

The best methods remain the Linear and Bayesian Regres-
sion, which perform almost the same and have a median
F-measure value of 0.76. The best performing classifier is the
SVM, which has a median F-measure value of 0.73, and the
highest median recall value of about 0.95.

The last analysis concerns the prediction distance, i.e., the
period between the real event and the predicted one. Statistical

Fig. 9: Temporal distance between real and predicted events
(prediction horizon ph = 6).

results are shown in Fig. 9. Since the prediction horizon in our
implementation is ph = 6 samples, the dashed red line in the
figure corresponds to the actual time of the event. Even if
the prediction horizon is 30 minutes, events are not always
detected that early. Most of the times, even when an event is
correctly predicted, it actually happens sooner than expected.

Let consider the best performing regressor and classifier,
i.e., the Linear or Bayesian Regression method and the SVM.
The former has a median prediction time of only 2 samples,
which means that half of the correctly predicted events actually
happen at least 10 minutes later. Furthermore, the IQR goes
from 5 to 15 minutes, i.e., half of the times the event will hap-
pen after a time period within this range. The SVM, instead,
has much better performance, with an IQR ranging from 10 to
25 minutes. Therefore, even if the SVM F-measure is slightly
lower, this classifier is able to predict the events earlier than
the regression methods. This makes a specialized classifier the
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best choice for glucose event prediction algorithms, and a good
performance benchmark for future developments.

IV. CONCLUSION

A comparison between a number of selected regression
and classification algorithms for the prediction of hyper and
hypoglycemic events based on CGM signals has been carried
out in this study. The value of the glucose concentration
in the blood depends on many external factors that affect
glucose-insulin dynamics, such as the amount of CHO of a
meal or of a snack, the insulin injected, physical activity, etc..
In addition, CGM devices are often affected by a high level
of noise and error, mainly due to the interaction with the
human body, that is dynamic by nature. The lack of additional
information from the user, which plays a fundamental role,
makes the prediction a difficult task. Two different approaches
have been investigated: static and a dynamic implementa-
tions. Both signal prediction and event detection metrics are
considered in this study. The former, typically used in the
literature, quantifies the capability of the model to make good
predictions; the latter, instead, refers to the capacity of the
model to correctly predict future hyper/hypoglycemic events.
Static methods exhibit better performance for most of the
analyses considered in this work, with particular focus on
F-measure values, as shown in Tab. III. However, prediction
metrics (RMSE and SSGPE) are not always in agreement
with the event detection capabilities of the algorithms, which
require a specific analysis. The best results, in terms of event
prediction capabilities, have been obtained with Linear and
Bayesian Regression methods. All the classifiers show some
improvement when trained for a specific and single event,
such as hyperglycemia. In particular, Support Vector Machine
(SVM) performs nearly the same as the best regressor, under
this working assumption. An additional analysis based on the
prediction time shows that classification methods also tend to
predict the events sooner with respect to regressors. Based on
these considerations, a specialized SVM yields the best overall
performance.

There are several ways in which this work could be ex-
tended. A further optimization of the proposed algorithms
or the inclusion of new prediction techniques could provide
improved performance. Furthermore, a promising research
avenue is the implementation of a combined approach, towards
subject-adaptive and personalized algorithms. Having data
covering longer time periods, we may define and train a static
method, and then progressively tune it in a dynamic way,
adapting it to a specific subject as new measurements become
available.
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