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Abstract
The application of real - time monitoring technologies presents a means to harnessing proactive or reactive controls in minimizing severity effects of slugging in the production system. This paper presents the development of a non-intrusive optical infrared sensing (NIOIRS) setup, for slug monitoring in pipes. The flow characteristics monitored were the development of slug flows and average phase fractions of gas and liquid in a vertical test section (0.018m by 1m) for superficial velocities of 0-0.131 m/s for water and 0 – 0.216 m/s for air. The measurement principle was based on the disparities in refractive indices of each phase in the sensing area. The sensing component of the sensor consisted of two pairs of IR emitters and photodiodes operated at wavelengths of 880 nm specifications. A circuit, for signal conditioning, amplification and data acquisition was set up to convert infrared light detected into voltage signals. Development of slug flow regimes was monitored from signal distributions binned under reference voltages. The transitions from bubble to slug flow, were observed at 10 percent count of the signal distributions around typical sensor response for air. Validation from photos showed good agreements with the sensor response. A single peaked distribution around the response for water indicated bubble flow regimes, with the development of two peaks indicated increasing gas slugs for increasing superficial gas velocities compared to liquid slug in the pipe. Phase fraction results were interpreted from a derived calibration models, which were based on the average observed response  and reference responses  of water and air over time. This model was compared with swell level changes, photographs and homogenous and drift flux correlation with agreement within maximum error bands +/- 0.5 % based on the swell level method and +/- 0.3% based on photographs. The Real-time application was carried out via the execution of an algorithm which incorporated the calibration information from the NIOIRS. The derived signals were processed and analyzed onto a display to identify slug flow development and phase fractions in real-time. A cheap and accurate sensing setup has been developed with the potential of real time monitoring of flow regimes and phase fraction determination.








Introduction 

Slug flow in pipes is likely to exist in subsea flow lines, risers and  wellbores .The severity of slugging in pipe lines has been reported by Taitel et al., (1990) . Slugging could lead to pipeline vibrations and inefficiency of receiving equipment. It is hence necessary to develop methods to monitor this flow assurance problem in real time. Currently, the design of slug catchers and homogenizer systems have been considered as antidotes to slugging, however, limited work space  and the extra cost of this equipment remain limiting considerations. The requirement of multiphase flow metering in pipes, which is growing in acceptance in industry, presents a solution especially in adding value of information when monitoring routines are incorporated. These instruments are still limited by the poor accuracy of measurement, complexity of design and  installation, and high cost of maintenance (Falcone, 2009).

To improve accuracy of measurement, the development of predictive models which characterise the hydrodynamic behavior of these flows, needs to be investigated and thus incorporated into the real time measurement. Various aspects  on the hydrodynamics of slug flows for varied pipe configurations and flow conditions have been studied (Griffith and Wallis, 1961; Nicklin, 1962; Nigmatulin and Bonetto, 1997; Polonsky, Barnea, et al., 1999; Polonsky, Shemer, et al., 1999). However, work still needs to be done to improve prediction of intrinsic properties. Laboratory studies of gas-liquid flow have been beneficial in understanding the radial and interfacial distributions of phases in the pipe using intrusive wire mesh, optical and conductivity probes ((Vieira et al., 2014; Vuong et al., 2015)(Abuaf et al., 1978; Guet et al., 2003)(Felder and Pfister, 2017)). However, distortion of flow regimes ,velocity distributions and phase fractions have been reported to lead to inconsistent results and error margins ((Shaban and Tavoularis, 2016a, 2016b; Shen et al., 2008). Further to this, the exposure of sensor heads to erosion and corrosion, leads to increased cost of maintenance.

It is therefore, necessary that the monitoring technology is non-intrusive in design to reduce errors in measurement (TUV NEL, 2013). Current contributions from non-intrusive sensing techniques have been considered for extracting slug flow, phase fraction and flow regimes. These include radioactive attenuation (Blaney and Yeung, 2007; Gardner, 2008; Kendall, 1980; S A Abouelwafa and J M Kendall, 2000), Capacitance sensing  (Beck, 1990; Esmaielzadeh et al., 2007; Jaworek and Krupa, 2010; Salehi et al., 2017; Tan et al., 2015; Wang, 2010; Xie et al., 1999), differential pressure sensing (Azzopardi et al., 2015; Bin et al., 2006; Han et al., 2016; Jia et al., 2015; Shaban and Tavoularis, 2014) and acoustic sensing (Al-lababidi et al., 2012; Raiter, 2010; Van Dijk, 2005). 

This paper makes use of a non-intrusive optical infrared sensing (NIOIRS) method to monitor slug flow development via statistical analysis of the sensor response. Secondly, the determination of average phase fractions over time is achieved using a proposed linear model related to bubble and slug flow regime. Finally, a real time monitoring of the gas liquid flow is demonstrated  via an algorithm that incorporates the derived model using in LabVIEW. The results show the capabilities of NIOIRS for monitoring slug flow development. The next section gives a background of the slug flow regime, as this enables a better understanding of the sensor response.








Slug flow description
In the context of gas-liquid flow in pipes, flow regimes refer to geometrical distributions of each phase in a conduit. There are varied descriptions of these distributions in literature (Sarkodie et al., 2018). For a vertical upward flow, the most agreed upon are the bubble flow, slug flow, churn flow and annular flow regimes. Slug flow is characterized as an intermittent flow of slug units. The slug unit (as shown in figure 1) of length Lsu, is unique with a Taylor bubble of length, LTB and Radius RTB close to the pipe diameter 2Rp. This bubble shape is described as an elongated bullet shape hence having a close to hemispherical nose of curvature radius RN. The bubble tail, though, simplified in figure 1, has been observed by many investigators to be characterized as an unstable zone with a varying profile (Nigmatulin and Bonetto, 1997). This instability has been reported to be due to the downward velocity of the liquid film around the Taylor bubble which in turn enhances shedding of the bubble tail. A wake zone, with length Lw is formed as a result, which has been described to be a zone of velocity profile recovery of the bubble tail (Barnea and Taitel, 1993). Within the zone are entrained bubbles in the liquid slug which coalesce with the rising bubble, hence creating a longer bubble through time.

[image: ]
Figure 1: Typical slug unit in an upward vertical flow showing key features

A stable liquid slug then exists for lengths greater than the wake length. Typical ranges of stable slug lengths for vertical upward flows have been reported to be around 8-25 pipe diameters (Xia et al., 2009). The hydrodynamics of the slug however still remains a probabilistic problem and requires a combination of numerical modelling  and appropriate instrumentation to accurately predict (Morgado et al., 2016). Various criteria in predicting the development and stability of the slug flow regime have been summarized using flow maps by numerous investigators (Agrawal, 2010; Chen et al., 2005; Kelessidis and Dukler, 1989; Mao and Hibiki, 2017; Wu et al., 2017). Most maps are presented as functions of superficial velocities of gas (vsg) and liquid (vsl) which aid the identification of stable and transitions zones of flow regimes in the pipe. However, they are only useful within the flow conditions considered for their derivation.


Overall, the stability of the slug flow regime largely depends on the relative amount of gas and liquid flowing through the pipe. These fractions refer to the phase fraction in gas phase (commonly referred as the void fraction,  or the liquid holdup ( This is a vital parameter for calculating phase flowrates, mixture properties and two-phase pressure drops. Therefore, an accurate measurement technique is required to determine this parameter at any point in time in the pipe. For non-slip conditions, where the rise velocities of the bubbles and liquid are equal, a homogeneous gas fraction can be calculated as, 
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For increasing gas fractions and qualities (mass fractions), a slip condition may exist, leading to a significant difference between the actual velocity of the rising gas and liquid. Zubar and Findlay, (1965) were the first to present a useful correlation for the prediction of phase fractions accounting for slip in the form of a drift flux velocity. The drift flux correlation (equation (2)) includes a distribution parameter Co, which accounts for the prevailing flow regime. Co values of 1.19 and 1.2 are often used for bubble flow and the slug flow regimes respectively. 
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Where vgu, is defined as the drift velocity between the gas and liquid phases. For slug flow regime, the drift velocity is defined as the rise velocity of a bubble in a stagnant liquid  (equation (3)). The constant K ,was found to be  0.354 by Nicklin, (1962) when studying the rise velocities of Taylor bubbles in a stagnant liquid. 
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A linear phase fraction model based on the residence time of a bubble and time of measurement was considered by Barrau et al., (1999) while using an intrusive optical sensor.Moreso,   Berthold et al., (1994) considered a linear phase fraction model  that considered sensor responses when using a non-intrusive optical sensor. However, the effects of varying flow regimes  led to increased error margins in their works. Li et al., (2016) concluded that the effects of flow regimes needed to be incorporated into phase fraction models ,if accuracy was a key concern. They were able to use machine learning techniques to train phase fraction models to incorporate changes in  the flow regime. Their studies were carried out on mini channels for a horizontal flow of air and water  using a multiple array of optical sensors which gave a maximum relative error of 7 %.The proposed phase fraction models in this current work, would consider the effect of the bubble and slug flow regimes created by the upward flow of gas and liquid for a larger pipe size of 18 mm. These effects were identified by the statistical analysis of the sensor response and hence used to designate the appropriate phase fraction that is valid. The relative error margins are expected to be reduced drastically since the models are adaptive to the prevailing flow distribution in the pipe.



The next sections detail the experimental setup, design, signal analysis and results from the application of NIOIRS for identifying flow regimes and determining phase fraction in real time. Validation results of the sensor calibration models with the homogenous models, drift flux correlations, swell level method and high-speed photographs are also presented and discussed. Finally, execution of a real time monitoring algorithm based on the derived calibration from the NIOIRS technology is presented.
Experimental set up 
The experiments described in this paper were carried out using vertical pipe flow rig (figures 2a and 2b) that was set up by the authors in the chemical and petroleum-engineering laboratory of London South Bank University. The test section (TS) was a transparent PVCu pipe of length 1m and 0.018 m internal diameter (equivalent to L/D = 58) and wall thickness of 0. 0015m. This was to give optical access for the capture of flow regimes and measurement of bubble lengths in the pipe. The dimensions of the test section were sufficient for the development of the slug flow regime. Air was supplied from a compressed air cylinder (CAC) at 0.5 bar gauge pressure into the bottom of the TS via an injection pipe of 0.004 m diameter (as shown in figure 2a). Tap water was also supplied to the bottom of the TS at a steady rate from a sump (SP) using the variable speed pump (PU) from Liquid Port (2 bar rating). The air flowmeter (AF) valve controlled the airflow rate, while the speed pump controlled the water flowrate coupled with the water rotameter (WF) up to maximum flow rates of 2 l /min and 120 l/hr  for air and water respectively. The two-phase system was circuited up the TS with air released to the atmosphere. The typical procedure for a run of experiment was to fill the pipe with water at constant velocity while increasing the gas flow rate. A meter rule was setup  parallel to the TS to provide a measuring reference when the video camera VC captured high-speed photographs and videos. The infrared sensor (IRS) was installed at 45D to capture the flow events in their optical path cross sectionally in real-time with information logged by the DAQ or processed in real time and displayed by the computer (PC). Table 1. Summarizes experimental conditions and fluid properties considered. 
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(a)                                                     (b)

Figure 2: Schematics of (a) the test section showing the installation of the sensor head and (b) the experimental flow rig
Table 1. Showing fluid properties under 18 OC and 1bar conditions
	Fluid
	Density (kg/m3)
	Viscosity (cp)
	Refractive 
index ([-])
	Surface
 tension (N/m) 
	Superficial   
velocities (m/s) 

	 Water 
	998
	1
	1.33
	0.0728
	0 - 0.131 

	Air 
	1.204
	0.018
	1
	 -
	0 - 0.161                              

	
	
	
	
	
	


Sensor design and setup
The set up as shown in figure 3, consisted of two sensor pairs designated as bottom (BS) and top (TS) sensor. Each pair consisted of a light emitting diode LED and photodiode sensor. Each component was inserted opposite the other into an opaque pipe and covered to prevent effect of ambient light on the photosensitive diodes. The LED emits light at a wavelength of 880 nm (the near infrared region), while the photodiode received the light at the similar wavelength and converts the intensity of light into an electrical response. A processing circuit (figure 3(b)) provided a direct current to power each sensor pair. This circuit also provided signal conditioning to improve the quality of the sensor response. Conditioning included signal denoising from capacitors (C1 and C2) and amplification from amplifiers (LM324a and LM324a) for each sensor pair. Figure 3(a) indicates the link between each component of the NIOIRS. The sensor responses were collected via a two channeled data logger (Picoscope 2204) set to a logging rate of 164 µs per sample. Hence the Picoscope was able to capture 3x104 samples per 5 second frame. Measurement times were set to 60 seconds for all test runs. Results were displayed on computer where further signal analysis was performed to extract flow characteristics. Table 2 summarises the properties of the sensors used for the investigation.
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(a)                                                                           (b)

Figure 3: Schematics of the (a) sensor components set up and (b) circuit design for the NIOIRS








Table2. Summary of sensor head specification 
	Component
	Type
	Wavelength (nm)
	Plastic Window
(mm)
	


Composition
	Forward current 
(mA)
	

	Source
	IR diode
	880
	3
	[bookmark: _Hlk531024289]AlGaAs
	20
	

	Receiver
	Photodiode
	880
	4
	Silicon
	1.5
	








Theory of operation
The theory of operation of the installed NIOIRS typically involves the emission of light of a specific wavelength within the infrared range from the LED. The light is attenuated based on disparity in refractive index and absorbance coefficients between the phases when it travels through the pipe. This leads to light scattering, refraction, absorption or a combination, which depends on the bubble sizes of gas in the liquid. The governing laws that define the IR light propagation are described by equations (4, 5, 6 and 7) 

Law of reflection
	
	
	(4)



Snell’s law for refraction 
	
	
	(5)



Where   , and are the angles of incidence, reflection and refraction respectively,  and are the refractive indices of the first and second phases respectively.
Fresnel's law defines the percentage of light transmitted to reflected light. Based on a relationship for reflection r and transmission coefficient t, in a parallel and perpendicular axis. 
 
	
	
	(6)


The interaction could lead to an attenuation of light intensity (from) and can be modelled as an exponential decay which depends on the attenuation coefficients (a) across the thickness of the medium (x) based on the Beer lamberts relation as defined by equation (7) 
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The emergent light is then received by a photodiode which converts light to electrical signals over time which are processed and analysed for GLF characteristics. Technically, a linear relationship between the attenuated light and bubble sizes for a specific wavelength makes the optical technique a viable candidate for understanding flow regimes and phase fractions. (Berthold et al., 1994).







Sensor calibration 
Calibration of the NIOIRS was performed under static and dynamic conditions. The static testing conditions were for an air-filled pipe (β =1) and water filled pipe (β = 0). Results showed that the response in air Vair, was lower than that of the response in Vwater. This can be explained by the lower refractive index of air causing the emitted ray path to be more dispersed from the photo-diode compared to that of water with a high refractive index. These  results were similar to that of Keska and BE, (1999).It is also interesting to note that water has a low absorbance in the 880nm IR range , hence higher intensity of light is received by the photodiode.
For dynamic testing conditions, the effect of increasing air bubble sizes on the sensor response was investigated by injection of air into the vertical column of stagnant water and flowing in the TS. Bubble sizes were controlled using the AF valve. For increasing bubble sizes, varied shapes were observed in the form of spherical, ellipsoidal, bubble caps and Taylor bubbles. The presence of spherical and ellipsoidal bubbles was observed to be stable for size ranges of 4 mm - 8 mm. They behaved as lenses which scattered light in their path, hence attenuating the received light. Dutra et al. (2017) referenced to the scattering as the lensing effect. Figure 4(a) presents a time series for the typical sensor response to the passage of a Taylor bubble and entrained bubbles trailing it. Drops in signal from Vwater to a response below the Vair response is observed due to the bubble nose and tail. These parts of the bubble represent an air – water interface which is designated Vint response. Figure 4(b) is a validating photograph from the VC. Table 3 Summarizes the calibration responses of both sensor pairs. The sensor has sufficient sensitivity range to capture each flow structure in its path.













(a)                                                                        (b)
Figure 4: (a) Typical calibration response of the sensor in the presence of water (Vwater), air (Vair) and air - water interface (Vint) (b) corresponding photograph of the slug flow






Table 3: Summary of sensor response for water, air and inter-facial detection
	Response (Vobs) 
	Top Sensor (TS)
	Bottom Sensor (BS)
	Average response

	V water (V)
	4.45
	4.65
	4.50

	V air (V)
	3.00
	3.2
	3.10

	Vint (V)
	0.90
	1.10
	1.08

	Sensitivity range (V)
	3.55
	3.55
	3.55

	Deviation σ (+/-V)
	0.001
	0.001
	0.001


Sensor modeling
To further investigate the interaction of bubbles with the emitted light, the effect of bubble size and position was investigated using a 2D numerical ray propagation model. The ray propagation is based on the first order differential equations of the governing laws of light interaction as described in the earlier section. Also incorporated was the ray tracking feature defined   as ray position q, wave vector k and angular frequency, ω, 

	
	
	(8)



	
	
	(9)



The model had similar dimensions as the sensing area of the flow rig and sensors used. The test section was modelled as filled with water and bubbles were made of air. A pair of emitters and photodiodes represented the source and detectors of the rays, since each pair was expected to produce similar response. Emitted number of rays was set at 10 to aid observation of bubble effect on the emitted and received rays. The sensor response was computed as the ratio of number of received rays at the detector (Nr) to the number of emitted rays (Ne) from the emitter. Based on earlier experimental observation typical bubbles sizes and shapes rising through the mid-section of the test section were considered. The emitter is modelled as a release feature from the left and the photodiode as an accumulator of rays on the right. To simulate the effect of a moving bubble in the path of the emitted ray, varied bubble sizes set at nose, body and tail positions were introduced in the path of the emitted ray. 
Figure 5 (a – c) and 5(d - f) shows simulation results of a 1mm and 8 mm spherical bubble. It was observed that the bubble behaved light scatterer at all positions hence a reduced ratio of received to emitted number of rays was computed. Increasing spherical bubble size to 8 mm (figure 5 (d - f)) and 15 mm ellipsoidal, figure 5 (g - i) at nose and tail positions showed similar lensing effects due to the curved interfaces. However, the dominance of refraction of the transmitted light was observed for the passage of each bubble at the body positions. Since bubble sizes approach the pipe diameter enough air media is formed to allow light through to the photodiode. Similar results were observed for the bubble cap of 17 mm size (figure 5 (j-l)). Results were similar to that of  Mithran and Venkatesan, (2017) and Sulthana et al., (2018).



[image: ]

Figure 5: Sensor modelling with 2D ray path, showing the nose, body and tail effects of : (a-c) spherical bubbles of 1 mm; (d-f) spherical bubbles of 8mm ; (g-i) ellipsoidal of 15 mm (j-l) bubble cap of 17 mm.

The derived understanding of the critical interactions of bubble shapes and sizes enables an enhanced confidence for interpreting the response from the NIOIRS. Hence, comparison of the sensor response with the ratio of received to emitted rays was performed. Figure 6 shows a comparison of a typical Taylor bubble (LTB = 20 mm) detection from the normalized sensor response with the numerical model at varied positions from the nose to the tail. At the bubble nose and tail a decrease in response occurs for the experimental and model. The sensor still received some amount of light at nose and tail positions since these interfaces behave as lenses. The model shows no reception of light at nose and tail positions. Therefore, a disparity of 0.1 between the experimental and model is observed. This could be due to the number of rays used in the model, hence changes in the probability of rays arriving at the detectors. A similar offset in results was observed in the bubble body positions, where a plateau trend was evident for both experiment and model. Overall the trends in comparison can summarized as adequate. An improvement in the model would be to use a larger number of emitted rays improving the probability of the rays arriving at the photodiode even in the presence of an interface.


Figure 6: Comparison of the experimental sensor response with the ratio of received rays from ray propagation simulation at varied Taylor bubble positions in the path of emitted light 

Signal analysis 
Based on the calibration results (figure 4) and numerical simulation (figure 5 and 6), the NIOIRS capability to differentiate between air and water has been proven to be valid. Therefore, the sensor response was analyzed for flow regime identification and phase fraction determination. The analysis for flow regime identification was executed by converting the sensor response to a signal distribution. This was in the form of a calculated histogram derived over the measurement time. At every experimental run, a total of 29944 samples were used in the analysis over each measurement  time frame (detailed in the sensor setup section). A class width for the histogram was chosen as   0.2V. This was based on the calibrated responses for air and water. The derived histograms were used as flow regime discriminators, based on the percentages of counts around the calibrated sensor responses Vwater, Vair and Vint. This method can  be compared to the use of probability distribution functions (PDFs) which have been used by several investigators (Keska et al., 1999, Jones et al, 1975, etc.). The difference between the approach presented here is that a direct response is used compared to a phase fraction-derived response used by other investigators for  the signal distribution PDFs. A propagation of error derived from the phase fraction estimation could affecting the flow regime analysis.

The proposed models in this work are based on the time averaged observed sensor response (), combined with the calibrated responses Vair, Vwater and Vint from each sensor pair. The time averaged phase fractions (void fractions and liquid fractions) for varied flow rates (equivalent to vsl and vsg) are determined from a proposed linear model for the bubble flow (equation (10)) and slug flow regimes (equation (11)
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Where 

	
	

	(12)





The accuracy of the proposed models is assessed by comparing the instantaneous void fractions, which represents the void fraction per observed response (Vobs). 
Phase fraction validation methods 
The model validation methods included the swell level method, high speed photography, the homogenous gas fraction model and  drift correlations. The swell level method involves the determination of air fractions based on an observed rise in air/water interface when a gas bubble is introduced into the test section via the air control valve. The test section was filled with water to 0.8L for each test run to prevent the effect of flow structure back flow on the final level to be read. For a constant cross section, this rise in liquid level is proportional to the volume of bubble VTB rising in the test section. Hence, the void fraction is then calculated as, 
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Where  are the  initial and final levels of the air- water interface. The levels were recorded from the meter rule mounted parallel to the test section. All experimental runs were carried out under static water conditions to minimize disturbances in interface hence improving accuracy of observations. 
A similar method was carried out by earlier by Azzopardi et al., (2015) and  Costigan and Whalley, (1997), in calibrating their sensor for the study of gas-liquid flow.

Photography derived void fractions were determined  by processing  high speed photographs taken by  a video camera at 6 frames per second. Bubbles were injected into the test section similar to the swell level method. However, the spherical, ellipsoidal and Taylor bubbles were injected separately in order to assess the performance of each proposed phase fraction model. Bubble volume computation was  performed via the extraction of bubble length , LTB and Radius Rb from photo frames using an image digitizing tool in Origin Pro imaging software. The Taylor bubble volume  (VTB ) was then computed based on  hemispherical and cylindrical geometries of the bubble  nose and body regions respectively :  
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The volumes of spherical and ellipsoidal bubbles,  Vb were computed using an average bubble radius Rb avg   derived from  the axial and longitudinal radii of these bubbles . This averaging was performed to account for variations in bubble curvature. A spherical volume  relationship was then computed as 
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The considered control volume VP  was a cylindrical volume (equation 15) computed  based on the internal pipe radius (Rp) and pipe length section (Lp) equivalent to the distance travelled by the target bubble from the bottom of the test section  through to the top of the sensing section at 0.84 m, 

	
	

	(16)

	
	
	


Hence, based on the computed bubble volumes  () and designated pipe volume, (Vp) the average void  fraction was  determined using  equation (17) for the Taylor bubbles  and equation (18) for the smaller  bubbles injected separately from the bottom of the test section :
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The performances of the homogenous gas fraction model in equation (1) and  drift flux correlation in equation (2) were also compared with the sensor void fraction over varied flow conditions. The distribution parameters Co used for the bubble and slug flow regimes were 1.19 and 1.2 respectively. On the assumption that the gas-liquid flow reached a quasi – steady state , the observed sensor response over a stabilized measurement period was used to compute the phase fraction according to the prevailing flow regime. At this point, the control volume Vp was assumed to be the whole test section.
Results and discussion 
A total of 25 flow conditions  varying vsg  (0 – 0.16 m/s) and vsl  (0 - 0.131 m/s) are presented and analyzed. Each experimental run was repeated three times to improve the quality of results. Representative results are presented and discussed in relation to the performance of the NIOIRS technology for monitoring two phase flow from the flow rig.
Flow regime identification
Results in figure 7 shows a stack of 6 sensor response traces with corresponding photographs each captured at vsl = 0.0361 m/s for increasing vsg conditions, at 0.005 m/s, 0.0108 m/s, 0.0541 m/s, 0.081m/s, 0.108 m/s and 0.161 m/s. Figure 7(a) shows the photograph of a bubble flow regime in the TS, at vsg = 0.005 m/s. This was categorized by the presence of ellipsoidal and spherical bubbles rising upwards in the TS. The corresponding sensor response with a low gas fraction (β = 0.12), indicates signal attenuation from Vwater (4.5 V) to a minimum Vint (1.0 V) and then to Vwater. The variation in attenuation is related to the sizes of bubble sand shapes as well. Spherical bubbles led to scattering of the signal above the Vint response, while ellipsoidal bubbles (larger bubbles) led to larger drops in response closer or equal to the Vint response.
 At vsg = 0.0108 m/s (equivalent to β = 0.22), initiation of a transition from bubble flow to a slug flow regime was visualized as the growth of bubbles into bubble caps. These caps increased in diameter as bubbles rose to the top of the test section (photograph from figure 7(b). The presence of a bubble cap could be inferred from the corresponding variation in sensor response in figure 7b shown over the time interval of 2.8 s – 2.9 s. The sequence of response variation is a drop from Vwater to Vint due to the bubble cap nose and a rise to Vair (3V) due to the presence of a larger cross section to enable light refraction. As the cap moves past the sensing area, the response increases to Vwater.
The development of a stable slug flow regime can be observed from the photographs in figure 7(c), 7(d) and 7(e) for increasing gas fractions (vsg  = 0.0541 m/s , vsg = 0.081 m/s and vsg = 0.108 m/s). This flow is characterized by the upward flow of Taylor bubbles ranging from sizes of 2D - 23D in the test section, with entrained bubbles in the liquid slugs. For increasing gas velocities, increase in the average Taylor bubble lengths is observed. These increases have been attributed to the increase in kinetic energy of injected bubbles from the bottom of the test section, hence a collision to coalescence mechanism creates longer bubbles forming the observed Taylor bubbles. The corresponding signal responses (as presented in figure 7(c), 7(d) and 7(e)) for each Taylor bubble are similar to that of the bubble caps. However, the key difference is the stabilization of the response at Vair, due to the elongated lengths of each passing Taylor bubble in the sensing area. The inference of entrained bubbles in the liquid slug can be seen as signal attenuations trailing the Taylor bubbles. 
A further increase in superficial gas velocity (vsg = 0.161 m/s) equivalent to β = 0.81, for the same liquid flow (vsl = 0.036 m/s) was observed to create a churn flow regime. Figure 7f shows a photograph of the churn flow regime effect. For the length of test section an entrance effect of the high gas fraction seemed to be the cause of the elongated bubble instability. This observation marks the slug – churn flow regime transition for the set of flow conditions considered. The mechanism leading to the churn flow regime has been argued by most researchers to be due to either the entrance effect, coalescence or bubble breakup mechanisms. However, the mechanism, the description of the churn floe regime seems to be unified. This was characterized by varying liquid film with a flow reversal due to flooding in the test section. Figure 7f presents a typical sensor response to the churn flow regime. It is inferred from the time frame of around 4.2 s – 4.6 s that a churn effect occurs. This presents an unstable elongated bubble collapsing as a result and carried up the pipe with the rising liquid slug (time interval 4.6 s – 4.9 s) behind it.
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Figure 7:  Sensor responses and observed photographs of flow regimes at constant superficial liquid velocity (vsl= 0.0360 m/s) and increasing gas velocities at (a) 0.005 m/s (b) 0.0108 m/s (c) 0.054 m/s (d) 0.081 m/s (e) 0.108 m/s (f) 0.161 m/s

Observation of the sensor response is adequate for identifying flow structures based on the variation in calibrated responses. However, further analysis of the sensor response is necessary to aide a real-time identification of flow regimes. In view of this, the consideration of  a flow regime discrimination method was performed using histograms composed of the sensor response and  count percentage. The percentage count was computed based on the total sample count of 29944 captured over a period of 10 seconds for each sensor pair. Figure 8 shows a group of histograms, derived for the same flow conditions (i.e. vsl = 0.0361 m/s and varying gas velocities) as described in figure 7. Figure 8a, presents a typical histogram derived for the bubble flow regime (at vsg = 0.0051 m/s). The shape of the histogram is characterized by a high count of around 60% at the Vwater response (representing the single peak). This represents the presence of a high fraction of liquid in the test section. The spread of the remaining counts is attributed to the interfacial scattering of the bubbles rising in the sensing area. A 5% count around the Vint response shows evidence of this scattering caused by the presence of ellipsoidal bubbles. The presence of smaller spherical bubbles contributes to scattering leading to counts between the Vwater and Vair responses. Owing to the dominance of the scattering effect, there exists a minimal count around the Vair response as indicated in figure 8a.
For increasing gas velocities and constant liquid velocity (i.e., higher gas fractions), the percentage of counts around the Vair response begins to increase. This is due to the presence of bubbles large enough to create refraction of light at their body lengths. The bubble – slug flow transition in figure 8b shows evidence of this increase around the Vair response (at vsg = 0.0108 m/s, β = 0.22) compared to figure 8a. This transition criteria agrees with that of Taitel et al, (1975). It is interesting to note that the % count around the Vwater and Vint responses remains similar  to the of bubble flow histogram in figure 8a. This is due to the presence of a continuous liquid and ellipsoidal bubbles still trailing the growing bubble caps. Further increase in gas velocity above the bubble – slug transition, leads to significant increase around the % count of the Vair response and a corresponding decrease in the % count at Vwater due to the presence growing Taylor bubbles. This development of two local peaks on the histogram infers a developing slug flow regime as shown in figures 8c, 8d and 8e. A threshold of 10 % count around the Vair response was chosen for a fully-developed slug flow regime over all flow conditions run. Figure 8c presents a typical 10 % criteria around the Vair response, represented by the presence of Taylor bubbles. A reduction in the Vwater response also indicates a reduction in the fraction of liquid slug in the test section. Further reductions in Vwater and increases in Vair can be observed as gas fractions increase in figure 8d and 8e. The transition from the slug flow to churn flow is expected to occur when a minimal % count of Vwater exists, hence indicating the absence of a continuous liquid phase or rather an unstable liquid film forming at the walls of the test section. Figure 8f shows the shift from right to left of the distribution due to significant counts between the Vair and Vint responses. This is expected due to the collapse of elongated slugs and variations in gas liquid interface. The transient nature of the signal distribution and computed histograms reflects the changes that occur in the test section for all flow conditions considered proving to be an adequate statistical tool for  identifying flow regimes.























Figure 8: Sensor derived histograms inferring the development of flow regimes at constant vsl = 0.0361 m/s for increasing gas fractions at vsg (a) 0.0051 m/s (b) 0.0108 m/s (c) 0.0541 m/s (d) 0.081 m/s (e) 0.1081 m/s (f) 0.16 m/s






Flow regime effects on average response 
The relationship between the average sensor response () for each sensor pair and increasing gas fraction over varied superficial liquid velocities is presented. Figure 9 shows that for increasing gas fractions, there is a relative decrease in (). This decrease is again due to the increased  scattering and refraction of the emitted light  with increasing gas fractions. Moreover, flow regime boundaries are defined for the range of responses from each sensor pair based on the results of observed flow from the histograms (figure 8). In figure 9, the flow regime boundaries are presented as bounding dash boxes with transitions occurring at the meeting points of each bound. It is worth stressing that the bubble – slug flow transition was observed to be gradual and hence is presented in figure 9 as a bounded region. The slug – churn transition occurred relatively abruptly in the present investigations, though further investigation may define this transition region. Overall, based on the current flow conditions, results infer a desirable sensor sensitivity to detect any prevailing flow regime. Therefore, a calibrated sensor flow map coupled with the count percentage information can be developed to fully identify the flow regimes in the pipe in real time. 


Figure 9 : The Effect of increasing gas fraction on the average sensor response () at vsl = 0.0361 m/s,   0.0541 m/s , 0.0722 m/s, 0.0902 m/s, 0.108 m/s

Instantaneous phase fraction 
In order to assess the validity of the proposed phase fraction models presented as  equation 10 and 11, instantaneous void fractions due to the presence of bubbles was computed over the temporal sensor response. Figure 10 presents the void fraction results computed from the proposed bubble flow model (equation 10) (LHS) with a corresponding photograph (RHS). Over the time interval considered ( 2 s- 3.5 s). The lowest Vobs response (close to the Vint response) at 2.7 seconds indicates the presence of an ellipsoidal bubble of size approaching the pipe diameter. This  leads to the largest scattering of light; corresponding to a void fraction  close to one. Moreover, the presence of smaller bubbles with corresponding levels of scattering far less than the Vint response are directly proportional  to the computed void fraction using the bubble model.

























Figure 10 : Comparison of the sensor response with  instantaneous void fraction  of bubbles computed using the proposed bubble flow model

Figure 11 (a) and 11 (b) show the instantaneous void fraction α sensor calculated by the linear slug model (equation 11) , corresponding with the sensor response of Taylor bubbles of 5.5 cm and 23 cm respectively. The predicted liquid fraction of zero in the presence of the liquid slugs is accurate for the time traces in both cases. The mid-section of the Taylor bubble is also accurately predicted to be have a fraction around one. However, the model shows a limitation in calculating the fractions at the air -water interface located at the nose and tails of the bubble. This leads to the prediction of unrealistic void fractions above one. Therefore, the model tends to overestimate the void fraction. Other investigators have considered binary filtering to eliminate the interfacial responses. However, this method would tend to eliminate other flow structure effects on the sensor response. A correction to the slug flow model is hence proposed to eliminate this interfacial effect around the bubble nose and tail.
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Figure 11: Comparison of sensor response and  corresponding photograph  with computed instantaneous  void fractions for a  (a) 5.5 mm Taylor bubble  and ,(b) 23 mm Taylor bubble








Based on the results from figure 11 (a) and 11(b), the observed sensor responses Vobs which are less than the  Vair  response leads to the invalid computation of  the αsensor at each point in time. These invalid results become increasingly severe up as Vobs approaches the Vint response. A typical example is  found in figure 11 (a) where the   αsensor  is equal to 2.3. This represents more than 200 % deviation from the expected void fraction of zero.  Therefore, a correction factor (CF) is applied to modify the void fraction model for responses Vobs between the Vair and Vint using equation 19 :


	
	

	(19)



Hence the corrected instantaneous slug void fraction in equation 20  is derived by multiplying equation 11, by the correction factor from equation 19.
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	(20)



Figure 12 (a) and 12 (b) show results of the corrected void fraction for the same Taylor bubbles as described in figure 11. The elimination  of interfacial effects is evident at 4.4 s and 4.8 s in   figure 12 (a) and 2.0 s and 3.7s in figure 12(b) ,where  αsensor is computed as zero at the Vint response. Following  the  results presented, the corrected model makes valid computations of the phase fraction over time averaged conditions. However, an error occurs at the nose and tail of each bubble when the CF is applied, due the fall and rise times that cause a transition from Vwater to Vint  at the nose and vice versa at the tail of each bubble.
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Figure 12 : Corrected void fractions for interfacial effects (a) 5.5 mm Taylor bubble (b) 23 mm Taylor bubble

A general formulation for the averaged sensor  void fraction   for  the bubble and slug flow, over an averaged observed response  is hence summarized in table 4.


Table 4. Summary of  the sensor  time-averaged void fraction  models 

	Flow regime
	Model
	Domain of validity 


	
Bubble flow
	

	

	
Slug flow 
	

	

	
Slug flow
	

	







Data acquisition stability
To understand the temporal effect on the sensor void fraction, a minimum time of measurement is required to capture the global event of flow in the pipe as is a requirement for real time monitoring. Hence for varying gas superficial velocities, the effect of the data acquisition time on the accuracy of the sensor void fraction over increasing gas fractions was investigated for cumulative periods ranging from 0.5s -10.0 s.  Results show in figure 13, the unsteady nature of the flow at early times, typically from 0.5 s to around 2 s for the considered flow conditions. At shorter measurement times, the sensor tends to capture a local void fraction, since fewer bubbles would have enough time to be captured by the sensors. To attain the most appropriate timing for a global measurement, the relative velocities and frequencies of flow events in the test section need to be determined. The stabilization in  void fraction beyond 5 seconds is an indication of a constant average velocity and flow frequency.



Figure 13 : Variation of average sensor void fraction calculated over cumulative time (data acquisition time) from 0 to 10 seconds for varied gas fractions


Calibration curve 
Based on the calibration studies, the information for the identification of flow regimes and phase fraction determination are combined and are presented as a calibration curve in figure 14. The calibration curve presents the direct relationship between the phase fractions flow regimes , transition boundaries and average sensor response for the NIOIRS. This curve can then be used in a real time application for monitoring slug flow in a pipe.



Figure 14 : Calibration curve for the average void fraction based on the averaged sensor response from the NIOIRS 


Model validation 
Figure 15 shows the parity between the swell level method and the sensor derived void fraction under low flow conditions. The parity line (red line) shows a good agreement between the  sensor  and level   with a +/- 0.5 % error margin. A contributing source of error could be the uncertainty of +/- 0.5 mm of the when reading the meter rule for measuring changes in level of the liquid.


Figure 15: Validation of  the sensor void fraction determination with swell level method




Figure 16 shows results of the parity between the  average sensor void fraction and derived void fraction from photos. Results from the photographs  show  good agreement with the sensor void fraction for the range of void fractions considered based on an error of +/- 0.3 % . However,  slight disparity was observed at higher void fractions (above 0.6). At this range, bubbles were injected at higher gas velocities leading to instability of the bubble nose and  tail, hence leading to bubble shape distortions. This  increased the uncertainty in the bubble dimensions that was extracted from the photographs.


Figure 16 : Validation of sensor void fraction determination with void fraction derived from photograph


Figure 17 presents the parity between the averaged sensor void fraction and the homogenous void fraction and  drift flux correlation. For the homogeneous model, good agreement was observed for  void fractions less than 0.6, above which a deviation from parity is evident. The converse is true for the performance of the Drift flux correlation, which includes the concept of slip between the gas phase and liquid phases, where a significant deviation is observed at low void fractions (below 0.6) and a good  agreement at higher void fraction (above 0.6). This disparity between both correlations compared to the sensor is indicative of the effect of a slip condition for the flow velocities considered. The dominance of the slip effect for gas-liquid flow measurement  was also observed by Oliveira et al., (2009), above a void fraction of 0.7, for the same flow velocities considered in this work. Overall , the agreement with parity and error margin of +/- 0.3 % and 0.5% from figure 15 and 16 respectively, suggests that the signal error shown in figure 12, for Vobs, can be considered negligible and the determination of the sensor void fraction to be valid. Overall, the performance of the NIOIRS is considered adequate for all flow conditions in this work.


Figure 17 : Comparison of average sensor void fraction with homogenous and Drift flux correlation



Real time Application 
The execution of an algorithm in identifying flow regimes and phase fractions in real time was carried out using National instruments LabVIEW software. The real time analysis provided dynamic local flow regimes and void fractions and also global measurement via a voltage time average of the sensor response from both sensor pairs. The Pico scope was linked with LabVIEW using a development kit  known as PicoscopeSDK conversion code. A simple description of the algorithm used to achieve this can be seen in figure 18. The block diagram where the algorithm is executed is shown in figure 19 (a) and 19 (b).
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Figure 18: Flow chart showing the algorithm the for real time identification of flow regimes and phase fraction determination of gas liquid flow
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(a)
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(b)
Figure19: Block diagram for the executed algorithm showing  (a) all links from data phase fraction determination (b) showing the true event expression for the slug flow model
A minimum measurement time of 5 sec is considered sufficient to provide valid flow regime identification based on figure 14. The single peaked histogram indicates a bubble flow and a double peak histogram indicates slug flow, with a threshold value of 10% of the signal count used to recognize the presence of the second peak. A true or false event tool is then linked to the flow regime identification scheme to designate the appropriate phase fraction model, since the phase fraction ( is dependent on the prevailing flow regime. Results from the front panel as shown in the figure 20 (a), show a typical case of a single peaked histogram, which infers the presence of a bubble  flow regime in the pipe with the corresponding  void fraction and liquid fractions. Figure 20 (b) shows front panel results of an identified slug flow regime based  on the  the double peaked histogram above the Vair count threshold of 10 %.
[image: ]
(a)
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(b)
Figure 20: User front panel showing flow regime identification  and phase fraction results for the (a) bubble flow and (b) slug flow 


Conclusion and further work 
1. The design, setup, modelling and application of the NIOIRS for the monitoring of the slug flow regime in vertical upward flow is presented.
2. Flow regimes are identified via statistical analysis of the NIOIRS response.
3. A calibration curve relating sensor response with flow regimes and average phase fractions was presented and can be incorporated into the NIOIRS for real time analysis of the slug flow monitoring. 
4. A composite  flow regime dependent  phase fraction model is proposed and validated  with  photographs and the swell level method with  relative  error bands of +/- 0.3% and +/- 0.5 % respectively. Validation  with the homogenous and drift correlation gave an indication of the slip condition of the gas liquid flow.
5. Results from the real time analysis have proven that the NIOIRS system has the potential to be used as a flow regime and phase fraction meter for  gas liquid- flow. 
Further work
1. Extension of this study for other flow regimes , such as churn and annular flows.
2. Incorporation of phase velocity measurement for phase flow rate determination
3. Test performance of NIOIRS for three phase flow of gas liquid and solid.
4. Investigation using sensor emission of high liquid absorbance wavelength 
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