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ABSTRACT 

The human-to-machine and human-to-human communications are transforming to machine-to-machine 

communications by which several decision-making systems can be built. When different Internet enabled 

smart devices interact with each other’s to achieve a goal (application depended), then a network is 

formed in which different sophisticated technologies will integrate to each other to form Internet of 

Things (IoT). It encompasses the vast amount of diverse smart devices, which collaborate with each other 

to achieve different smart applications like, smart cities, connected cars, automated agriculture and so on. 

Though Radio Frequency Identification (RFID), Wireless, mobile and sensor technologies make IoT 

feasible, but it suffers from many challenges like scalability, security, and heterogeneity problems. Out of 

many challenges, security is one of the primary concerns in IoT. Without proper security and privacy, the 

business model of IoT will not succeed. This chapter discusses the secure solutions for IoT using 

biometric features of users as well as end users. The chapter will demonstrate that biometric security is 

most feasible, reliable and efficient with respect to other existing security arrangements. 

1. Introduction 

The Internet of things (IoT) is the inter-connection of different devices of our daily life like cars, 

refrigerators, mobile phones, smart doors, devices for patient monitoring or any other monitoring devices. 

These devices are attached with smart sensor RFID tag, actuator and internetwork connectivity, which 

enable the devices to exchange or collect, and send data to a server. This type of technology is called 



Internet of Things. IoT is basically combination of different fundamental types of technology and has 

different layer of communication level (see Fig. 1). Different level demands require different degrees of 

security arrangements. For the level where the direct human access is needed biometric security 

arrangements is highly recommended by researchers. Biometrics security arrangements ensure a scalable 

solution [1-4] for IoT to work against unauthorized access, ID swapping, and manual badge checks.  
 

 

 

 

 

 

 

 

 

Fig. 1: IoT architecture: (a) 3-layer, (b) 4-layer, (c) 5-layer, and (d) SOA-based [5] 

Biometrics deals with recognition of individuals based on their behavioral or biological characteristics. 

The human organs, which might be considered as biometric means should have the following major 

desirable properties: universality, permanence, uniqueness, performance, collectability, acceptability, 

circumvention [1-6].  

Applications of IoT 

There are several domains where IoT is being successfully implemented. The potentialities of IoT can still 

be exploited to develop new applications for the benefit of society. It can boost the role of Information 

and Communication Technology (ICT) so that the quality of our lives can be improved. In the application 

environments of IoT, smart objects can communicate with each other and represent a context perceived 

from the environment. The potentiality of IoT can be exploited in many domains like healthcare, 

transportation systems, environmental monitoring, personal and social, smart city, industrial control, and, 

any more.  In this section, we discuss few promising application domains and pointed out their 

shortcomings. 

Smart environment (homes, buildings, office, and plant):  Sensors and actuators deployed or attached 

with house hold equipment like refrigerator, lighting, and air conditioners can monitor the environment 

inside a house, plant or office. The lighting system of a house can change according to the time of the 

day, like in the evening most of the lights will be on while they will be off late at night. Based on the 

reading of a temperature or a smoke detector sensor, a fire alarm can be set off automatically. Such type 

of application is very helpful for elderly people staying alone at home. Based on the movement of 

occupants in home, some appliances like doors in room can be opened, lights can be turned on at current 

room, and water taps/faucets will be open at kitchen. Air conditioners, refrigerators, and washing 

machines will now be IoT-enabled and controlled over Internet to save energy. In near future, a smart 

malfunctioning refrigerator will send a message to a service man automatically without user’s 

intervention. Industrial automation is improved by deploying RFID tags with products. Production 
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process is controlled to ensure quality of product by getting different parameter values from sensors [1], 

[2].  

IBM has launched Smart Home solution [7], better known as “Stratecast” to provide services to users 

allowing seamless communication among various smart devices in house, like medical devices, 

computers, mobiles, TVs, lighting, security and sound system. IBM is collaborating with Verizon as a 

communication service provider (CSP) and Philips as a device vendor to implement the architecture. 

Siemens, Cisco, Xerox, Microsoft, MIT and many others are working in this domain. They have set 

nearly 20 home labs using more than 30 home appliances, five network protocols and three Artificial 

Intelligence (AI) techniques [8]. The Intel smart home platform supports recognition of family members 

by voice or face and personalizes the home. Intel provides IoT solutions for smarter building to support 

personalization by controlling over the office/living environment, mobility by enabling managers to 

monitor property remotely, and sustainability and efficiency in terms of saving energy, water and other 

building resources. 

Healthcare: Another impact area is healthcare [9], [10], where IoT can be used in tracking of people (i.e., 

patients and staff) or objects, recognition and verification of people, and automatic data collection [11]. 

Real-time tracking of person or objects in motion, in the case of patient-flow monitoring helps to manage 

staffing and improve the workflow in hospitals. Identification and authentication of staff secure the 

patients and help to avoid mistakes like wrong drug/dose/time. Automatic collection of clinical data must 

be enabled to enrich medical inventory. Real-time monitoring of patients is possible by attaching different 

sensors to measure body temperature, blood pressure, and heart response. These IoT-enabled sensors can 

detect abnormality locally and in no time, send this information to physicist. A community health service 

[12] has already been proposed with three-layer architecture to monitor the healthcare remotely from 

hospital. This application can prevent hospitals from overcrowding. Analyzing patient’s data doctors can 

send advice through text/video/voice/email means. The limitation of such application is that there is no 

security and privacy of patient’s data. Timely delivery of accurate response to critical patient is another 

challenge in this domain. The IoT-based application powered by artificial intelligence, called ambient 

assisted living (AAL) [13], [14] can assist elderly individual in his or her residence in a convenient and 

safe manner. In [15], a modular architecture, security, control and communication are included. The m-

IoT promotes a mobile computing platform consisting of sensors, and communication technologies. In 

[16], authors describe eHealth, IoT policies and regulations in accessing healthcare services. The 

potentiality of m-IoT has been tested in noninvasive sensing of glucose level [17], body temperature 

monitoring [18], and blood pressure monitoring [13] for ambient assisted living. Pulse oximetry is 

noninvasive nonstop monitoring of blood oxygen saturation. IoT-based pulse oximetry is an integrated 

approach used in CoAP-based healthcare services [19], and remote patient monitoring [20]. However, 

implementing IoT technology in this domain has many challenges [17]. Context-awareness and m-IoT 

ecosystem are two prominent challenges in this area [17]. IoT is applied in electrocardiogram (ECG) 

monitoring to provide maximum information in real-time [21]. Research efforts have been done towards 

full automation of smart wheelchair based on IoT [22] for disabled people.  Intel developed connected 

wheelchair which is connected with data driven machines [23]. Awareness around children’s health [24] 

in monitoring emotional, behavioral, and mental health is exercised by a specialized IoT service called 

Children Health Information (CHI) where, an interactive totem may be positioned in a pediatric ward 

offering CHI services for educating, entertaining, and empowering hospital kids. The work in [25] 

proposes an IoT-based m-health service that can be used to develop a healthy nutritional habit among 

children. The potentiality of medical semantics and ontologies in providing huge medical information and 

knowledge influences IoT-based healthcare applications. A medical monitoring service called Semantic 

Medical Access (SMA) is proposed in [26] that is based on IoT sensors. To analyze large medical data 

stored in cloud medical rule engines may be employed in healthcare. 



Despite its immense benefit to wellness of people, it throws many challenges. As health data is highly 

sensitive, if misused can deteriorate relation and destroy reputation among individuals. Data centers must 

be capable of handling of streaming and digitizing large volume health data. Without proper security of 

such data, there is a risk of cyber-attack. But implementing security measures in healthcare is constrained 

by the computational, energy, and memory limitation. As healthcare devices are mobile in nature, 

developing a mobility-compliant security algorithm is a big challenge. Moreover, standard rules and 

regulations for compatible interfaces and protocols are not followed by devices made by different 

vendors. It raises the interoperability issue in IoT. Immediate effort is needed for the standardization of 

IoT-based healthcare services. In [16], authors describe eHealth and IoT policies with regulations in 

accessing healthcare services. Many countries like Japan, France, China, and India have already 

announced eHealth policies.  

Smart cities: Smart city is a cyber-physical ecosystem emerging by deploying advanced communication 

facility along with the novel services over a city [1], [27], [28]. Use of IoT in smart city optimizes usage 

of physical city infrastructure such as power grid, road networks, parking space, etc. and improves the 

quality of life of its citizens in cities [2], [29], [30] like Glasgow, Barcelona, Masdar, etc. It can be used to 

monitor the traffic in cities or highways and divert traffic accordingly in order to avoid congestion. Smart 

parking facility is made available to smart cars through RFID and sensors technology to find out currently 

available parking space nearby in city [31]. Using IoT sensors can send air pollution data such as amount 

of carbon-dioxide, etc. to an agency. A Smart City Platform is developed to smart waste management in a 

European city [32]. Sensor data can be used to detect violator of traffic rules and to analyze the accident 

scenarios.  

Another important application of IoT that can be provided to citizens is water network monitoring and 

quality assurance of drinking water. To ensure high quality of water, sensors measuring critical water 

parameters are placed at important locations around the city. This technique eventually detects accidental 

contamination of drinking water, rain water, and sewage disposal. Smart grid and smart metering are 

being implemented around the World to ensure efficient energy consumption [33]. Using smart meters 

energy consumption is monitored at every electricity point in house and the information used to modify 

the way the electricity is consumed. Similarly, monitoring citywide electricity consumption pattern helps 

to balance load within the grid thereby ensuring good quality of service. 

The sensors used in smart cities are vulnerable to physical as well as cyber-attacks.  What will happen if a 

smart meter is tampered with? Associating authentication to a smart meter to avoid anonymous meter 

readings is difficult now. The data communication in smart city must be secured against such attacks.  

Transportation and logistics: IoT is used heavily in intelligent transport systems and autonomous 

vehicles. Trains, buses, cars can now be equipped with sensors, actuators and processing power and can 

provide necessary information to passengers, drivers or agencies for better monitoring, and management 

in order to safely navigate passengers. Transported goods attached with RFID tags can be monitored and 

the status of delivery could be enquired through IoT. RFID and NFC provide wide market opportunity in 

the domain of supply chain management, transportation, inventory management, and mobile ticketing. 

Intel in collaboration with BMW group and computer vision leader, Mobileye, is working towards 

realizing the next generation platform for automated driving [34]. Cars are embedded with sensors, which 

can generate 360 degree of data. Intel processors transform the data into actionable insight to assist and/or 

automated driving. By 2020, self-driving is expected to have traffic signal recognition, emergency 

braking, pedestrian detection, park assistance, cross traffic alert and many more. Providing security for 

the connected cars and instant driving assistance is essential for safer, more productive and enjoyable 

travel. An intelligent monitoring system for refrigerator trucks is proposed in [35] to monitor temperature 

and humidity inside it using RFID, sensors, and wireless communication technology. 



Personal and social: Social Internet of Things (SIoT),introduced by Atzori et al. [36] describes a world, 

where things around the human can intelligently sense and can form a network. SIoT helps individual to 

interact with other and maintain social relationship [37]. Twitter, Facebook are web portals through which 

people remain in touch with friends by getting and posting real-time updates [38]. Existing privacy and 

protection techniques in social networks may be imposed in IoT to improve the security of IoT. Tracking 

of IoT-enabled objects against losses or thefts is possible by developing applications. For example, smart 

objects such as laptops, mobiles will send SMS automatically to their owners on reaching a new location 

or unauthorized access. Many companies have implemented SIoT for their products for collecting data 

from users. These data are communicated over the Internet to social networks of people and devices who 

can respond to a problem, deliver a service, or sell a solution [39]. In the current scenario, implementing 

human-to-thing interactions is a challenge to achieve the complete vision of SIoT. Again, SIoT must be 

intelligent enough to starting, updating, and terminating the objects’ relationships in SIoT. In SIoT, 

research must address issues like interoperability, device management, security and privacy, fault 

tolerance, and heterogeneity. 

Agriculture: Agriculture is one of the emerging fields for implementing IoT [40-42]. If IoT can be 

implemented in third world countries like India, Bangladesh, Brazil where agriculture is the main 

profession then human effort can be used optimally. In [42], authors proposed a framework called 

AgriTech towards agricultural automation. Deploying sensors like humidity, nutrients and getting data 

from the field of agriculture farmers can save their time. The excess human effort can be used for the 

industrialization in these countries. The potential impact of IoT may be exploited in agricultural 

automation to optimize utilization of water, fertilizers and insecticides.  

However, implementing AgriTech in third world countries is challenging due to initial setup cost. Sensors 

deployed in the field are vulnerable to physical attack. Again, improper deployment of sensors may result 

in unwanted information from field not belonging to the farmer. 

Pharmaceutical industry: Safety and security of pharmaceutical products are of utmost important. In this 

view, smart labels are attached to drugs for monitoring their status while being transported and stored. 

Patients are directly benefitted from smart labels on drugs by knowing expiry, authentication, and dosages 

of medicines. Counterfeiting [43] in this area can be stopped by IoT. Smart medicine cabinet also helps 

patients to track timely delivery of medicines. In [44], a pharmaceutical intelligent system built on IoT 

has been employed to inspect drugs in order to perceive drug reaction, injurious effects of excipients,  

problems associated with liver and renal defect. It helps and assists physicians towards clinical decisions 

and prescription. Here, Near Field Communication (NFC) and barcode verification techniques are 

combined in different gadgets. Along with this drug, identity is matched with intelligent information 

system to detect the suitability of a drug for a patient. 

In any IoT system huge amount of data transactions will take place. Some decisions and control signals or 

suggestions will be sent to the application. For ensuring security of those data, messages of suggestion 

and control signal, a strong and efficient authentication protocol will be needed. 

The organization of this chapter as follows: Section 2 describes the traditional different types of biometric 

used in IoT applications. Biometric security system and its benefits to use in different IoT applications are 

discussed in Section 3. Different techniques to extract features from biometrics are given in Section 4. 

Section 5 provides the brief description of some biometric based security protocols for IoT application. 

Finally, we conclude this chapter in Section 6. 

 

 



2. Types of IoT security 

IoT security is the domain, which worries researchers and users due to the vulnerable attack on ‘things’ or 

connected devices and network. The maximum connection in IoT is derived from the devices, embedded 

sensor systems (ESS) employed in industrial communication, building computerization system, vehicle 

communication and wearable gadgets.  Therefore, devices, which are connected in this giant network also 

raise the scope of potential attack for hackers and other cyber criminals. There are five types of attack that 

occur in IoT inter-networking systems [45-47]: 

• Botnet is a network of systems, which take control remotely. Command-and-Control-Servers 

(C&C Server) is used to regulate the system and used by criminals for stealing private 

information, exploiting online-banking data, and phishing emails.  

 

• Man-in-the-middle attack is a notion where the invader or hacker interrupts and breaks 

communication link between two discrete systems. The invader covertly interrupts and sends fake 

messages, but the sender and receiver believe that they are communicating via authentic message 

with each other.  

 

• Data and Identity Theft occurs in case of careless handling of Internet connected devices such as, 

mobile phones, kindles, smart watches, etc. The goal of identity theft is the accumulation of data, 

which can say a lot about a person. The information accessible on the Internet including social 

media and smart devices gives an overall clue of personal identity.  

 

• Social engineering is an action of influencing people so they hand over confidential information 

like device or email passwords or bank details. It also includes the installation of mischievous 

software that can open the door to access personal data. This type of threat can be done by 

phishing emails, or redirecting to websites like banking or shopping sites that look genuine but 

always ask or influence to enter secret information [3]. 

 

• Denial of Service (DoS) attack occurs when a service that usually works is unobtainable. A large 

number of systems maliciously attacks on a particular target in case of Distributed Denial of 

Service (DDoS) attack. This is done through botnet, where many devices are programmed to 

demand a service at the same time. This type of attack does not try to steal information or leads to 

security loss which affects reputation of a company that can cost a lot of time, money and 

reputation.  

 

• A report by Hewlett Packard shows that 70% of the normally used IoT components are serious 

vulnerabilities [48]. These components have weaknesses due to absence of transport encryption, 

insecure website interface, poor software protection, and inadequate authorization. On average, 

each component contains almost 25 risks of compromising the home network. The properties, 

such as confidentiality, integrity, authentication, authorization, non-repudiation, availability, and 

privacy, must be guaranteed [49] [50] to ensure the security of IoT components. There are mainly 

four types of security requirements like, secure bootstrapping of objects and transmission of data, 

secure authentication and identification, security on IoT data, secure access to data by authentic 

users [1], [3].  

The probable solution to certify security of things is identification technology (IT), which bids the 

mapping of unique identifier or UID, to an entity for making it unambiguous. UIDs may be made as sole 

measure such that the combination of their values is exclusive. In IoT, the ‘things’ have a digital identity 

(demonstrated by a unique identifiers), that is identified with a digital name and the relationships among 

‘things’ can be specified in the digital field [51]. There are two categories of IoT security technique to 



assign a UID to an entity or things, traditional, and biometric-based techniques. Traditional IoT security is 

either knowledge based (like, password, PIN or any type of personal information which can be used for 

Point to Point Protocol (PPP) to authenticate a user) or object based (like smart cards are implemented to 

deliver user verification by data storage). Smart cards offer a robust security confirmation for single sign-

on (SSO) within big establishments, where biometric IoT security states the measurement associated with 

human characteristics. IoT biometrics validation or real-time verification is employed to recognize 

entities in groups that are under observation. As this chapter concentrates on biometric security in IoT, 

therefore it is explained in depth in the rest of the section.    

2.1. Biometric Security in IoT 

Biometric recognition or biometric security considers two grounds about human body characteristics, 

distinctiveness and permanence, [3], [52]. Some of the most popular physiological traits, which are used 

in IoT biometric security are fingerprint, face, iris, hand geometry, gait, DNA (deoxyribonucleic acid) etc.  

The selection of a biometric generally depends upon the necessities of the authentication application. For 

an example, voice biometric is suitable in mobile security matters because, the device which senses vocal 

sound is previously embedded in the mobile phone, and finest part of the IoT biometric authentication is 

that it can identify the person who is not registered in the system, but still trying to get the access. There 

are two types of biometrics modalities, physiological and behavioral [3] and brief description is made in 

the next sections. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Set of popular physiological and behavioral IoT biometrics 

2.2 Physiological 

Physiological features are based on direct measurements of a part of the human body, e.g., face, 

fingerprint, iris, and hand geometry recognition schemes belong to this category (see Fig. 2).  

 

1. Face: Face recognition algorithms generally use relationship among the locations of facial 

features such as eyes, nose, lips, chin, and the global appearance of a face. State of art on face 



recognition technology can be found in [53] [54]. There are some significant factors like 

brightness, motion, makeover, obstruction, and posture disparities, which disturb the execution of 

a face identification algorithm. Face is a widely accepted biometric and has a good level of 

accuracy in different environments.   

 

2. Fingerprint: Fingerprint based recognition is the most successful and widespread method for 

person authentication in IoT. It contains a unique texture pattern, which is made of ridges and 

valleys for a person. These ridges are categorized using some points, known as ‘minutiae’. 

Therefore, the spatial distributions are proved to be unique for a person [55]. These ‘minutiae’ 

points are used to match two different person’s fingerprints. This biometric has received larger 

consideration since forensic departments of many countries employed Automatic Fingerprint 

Identification Systems (AFIS) for their purpose. Beside this many civil and commercial 

application also use fingerprint for authentication.       

 

3. Iris: Iris is a colored loop around the pupil holds complex pattern in human eye, and it is 

scientifically proved that it contains unique characteristics for every human being. It has some 

individual characteristics like, stripes, pits, and furrows, which are being considered for proof of 

identity. The work of Daugman [56] showed the working principle of iris recognition, matching 

speed, and accuracy (is very high) of this biometric consideration. The pattern of the texture is 

steady and idiosyncratic here [56]. Some large-scale systems integrate iris authentication as a part 

of their identification procedures. It is also noticed that lack of legacy for iris pattern databases 

may be a challenge for several government applications.               

 

4. Palm Print: Palm print is another popular and well accepted biometric which is used in IoT 

security systems. It contains distinct ridges and flexion creases like fingerprint [57] [58]. Mainly, 

forensics are used this scheme and research shows 30% of palm print samples are being collected 

from criminal cases (like, knifes, guns, etc.). Minutiae and creases are considered for matching 

and finding out the required palm print or person. Many palm print samples are available in the 

databases, which are gathered by forensics. Generally, the resolutions of these samples are low 

around (75 dpi). From the research point of view, it is a challenge to extract the texture features 

for feeding into intelligent expert systems.  

  

5. Hand Geometry: It is demanded that identification of persons can be made based on the shape of 

their hands [59] [60]. Identity verification by hand geometry employs low-resolution hand pattern 

images to extract geometrical features such as finger length, width, thickness, perimeter, and 

finger area. The accuracy of person authentication by hand geometry is quite limited. Due to this 

reason hand geometry is used in 1:1 matching for low safety access mechanism and measurement 

of attendance like areas. The physical size of the hand geometry measurement systems is large; 

therefore, it is hard to embed those systems in existing security systems for IoT biometric based 

security schemes. 

 

6. DNA (Deoxyribonucleic Acid): DNA is present in each cell of a human body and composed of 

genes. This is a hereditary and highly stable material, which is utilized to represent physiological 

characteristic and identify person [61]. Usually DNA is unique for each person except identical 

twins. Patterns of DNA are developed from different body parts like, hair, finger nails, saliva and 

blood. Forensics and law enforcement agencies first make a unique profile of a DNA using some 

intermediate steps and then the matching process is conducted. This process is very expensive 

and time consuming. Also, DNA profiles may get contaminated if they are not done in an ideal 

environment. Therefore, it is challenge to make an automated IoT security using DNA, and not 

appropriate for outsized biometric implementation for public usage.  

  



7. Hand Veins: The configuration of blood vessels concealed under the skin is distinct in persons, 

even among the identical twins and constant over long period of time. The veins present in hands 

(e.g., palm, finger and palm dorsal surface) are acquired by near infrared illumination and 

employed for person authentication [62]. The pattern of veins is steady for adult age, but changes 

after that because of bone and muscle strength; also sometime due to diseases. Till now there is 

no known large scale vascular biometric system. Therefore, it is challenging to make hand vein 

recognition based IoT security because of cost of the system and absence of large scale studies on 

vein uniqueness and steadiness. Beside this, these systems are touchless, which repeatedly pleas 

to the user.           

2.3 Behavioral  

Behavioral features are one kind of indirect human characteristics measurement through the feature 

extraction and machine learning. Some popular behavioral biometrics are signature, key stroke dynamics, 

gait, and voice [63] which are elaborated later (shown Fig. 2).   

1. Gait: Human walking pattern is considered as the gait, which is almost unique for each person 

and has the potential to demonstrate a person based on his or her gait biometric. Wearable and 

non-wearable sensors are used to capture the gait data and later statistical features are extracted to 

explain the complex gait dynamics for a person [64]. Then a machine-learning model is trained to 

recognize a person using these features. There are several important parameters like, velocity, 

linear distance between two successive placements of the same foot, linear distance between the 

placements of both feet, number of steps per time unit, linear distance between two equivalent 

points of both feet, and direction of the foot during the step, which are used to describe a gait 

pattern. Generally, gait biometric is used for medical and health care applications, but these days 

it is being implemented for IoT biometric applications also.       

 

2. Signature: This is another behavioral biometric, which is used every day for business 

transactions. Academics and industry have made several attempts for concrete signature 

recognition model which is not successful yet. These systems capture the characteristics of 

signature by measuring the pressure sensitive pen pad. The shape, speed, acceleration, and speed 

of strokes are captured from the real time signing [65]. These features are learned using machine-

learning algorithms to improve the signature recognition and verification performance along with 

circumvent signature forgeries. However, very few automatic signature verification systems have 

been deployed. 

  

3. Voice: Speech or voice recognition schemes find the persons based on their vocalized words 

[66]. Human voice includes a mixture of behavioral and physiological characteristics. The 

physiological factor of voice relies on the shape and size of vocal tracts, nasal cavities, lips, and 

mouth. The behavioral elements are established by the movements of jaws, lips, tongue, larynx, 

and velum, and can change with the person’s age. Another side, duration, intensity, pitch 

information and quality are the spectral information to train a machine learning system, which 

would be able to verify a person’s identity by the vocal sound. Voice biometric is mainly used for 

verification purpose.   

 

4. Keystroke: It states the skills are established for automatic person authentication based on the 

learning of typing patterns. These technologies present numerous problems related to 

demonstrating and matching dynamic orders with high intra class variability (e.g. samples from 

the same user show huge differences) and variable performance (e.g. human behavior is strongly 

user-dependent and varies significantly between subjects) [1], [2], [63],[67]. 
 



3. Biometrics Security and Internet of Things (IoT) 

This section discusses the biometric security system and its benefits in different IoT applications. 

3.1 Biometrics Security System 

Matching problem of the identity can be classified into two different types of problems with different 

complexity: (a) authentication, and (b) recognition or identification. Verification proves or disproves a 

claim of a person whereas identification process identifies.  Fig. 3 depicts the scenario of biometric used 

in the security system.  

 

Fig 3:  Working procedure of biometric security system: a part of IoT system 

Table 1 shows the performance comparison of different biometric organ of human being. Table 1 is given 

to compare different type of biometrics like, finger print, hand geometry, voice, retina, iris, signature, face 

etc. However, though the accuracy, ease of implementation for fingerprint is higher than the signature of 

people, still signature (biometric type) is more popular than fingerprint. 

Biometric type Accuracy Ease of use Acceptability of 

users 

Implementation 

viewpoint 
Cost 

Fingerprint           

Hand geometry           

Voice           

Retina           

Iris           

Hand writing           

Face           

 : High,  : Low, and  : Medium 

Table 1: Comparison of the popular biometric technologies [68] 

3.2 Comparison of biometric security over other conventional security system 

Biometric-based security is far better than password based/PIN based security. Biometric-based security 

has many advantages over conventional password based security system which are discussed below: 



1. Accurate information: Biometric-based security can get accurate more secure information than 

PIN/password based security systems. No need to remember the password/PIN by the user or no 

evil person can break the security by duplicating, guessing or hacking the password from the 

server of the system.  

 

2. Easy and safe for use: Biometrics is very easy and safe to use. Hackers cannot posses the 

biometric information of the legitimate users.   

 

3. Accountability: A person who is using a system using biometric cannot deny the activity, which 

has been done by him in future. Therefore, it can be said that the accountability of a system will 

also increase from the user end for any kinds of malfunction, misuse of the system.  

 

4. Security of biometric information: Biometrics cannot be guessed or stolen. Therefore, it may 

provide a long-term security solution. However, in the password systems, a sequence of numbers, 

symbols and letters are used to build a password, which is very tough to remember. Furthermore, 

in the token-based system, token can be stolen easily or lost. Therefore, both the password and 

token-based systems have a high risk to use as the secret information is being shared or disclosed. 

In such case, verifier may not be sure about the legal user. But, these would not be the case with 

biometric characteristics, and thus biometric-based systems are free from the problem of fraud, 

sharing, and duplication. 

 

5. Scalability: Biometrics-based systems provide flexibility and scalability from the users’ 

viewpoints. Users can use higher versions of sensors and security systems based on their needs. 

User can use their characteristics, which are not very discriminative. However, to get the higher 

level of security in a large-scale database of a user with higher identification accuracy, this kind 

of systems can be used with more discriminable features. This is because chances of collision of 

hash value of biometric are lower than the in conventional security systems.  

 

6. Time saving: Biometric identification is very fast to execute, which is another advantage over 

other traditional security techniques. A person can be verified (i.e., rejected or accepted) in a 

fraction of seconds. Moreover, the use of this technology can only be beneficial to the office 

revenue by increasing productivity and reducing costs by removing fraud and wastage of time in 

the verification process. 

 

7. User-friendly systems: Users can install the biometrics systems easily into their e-devices and 

then, they can do their job uniformly, quickly, and reliably. To understand the operational 

functionality of the biometric system, minimum amount of training is needed for the users, and 

there is no need for expensive password administrators. New problems are arising with the aging 

of the population due to increased life expectancy and declining birth rate. Now a days, there are 

600 million aged people in the world. The number will be doubled in 2025 and will reach   2000 

million in 2050. Therefore, user friendly system is very much mandatory for the aged people who 

will use IoT system as end user. 

 

http://www.m2sys.com/blog/single-sign-on-sso/single-sign-sso-biometrics-replacing-passwords/?utm_source=blog&utm_medium=blog%20post&utm_campaign=why%20sso%20replacing


8. Convenience: It is a convenient security mechanism because people do not need to remember 

passwords, as well as do not need to carry secret documents or identity cards for verification. 

 

9. Versatility: Nowadays, different types of biometrics scanners are available in the market and they 

are suitable to use in various applications. Many organizations and companies use the biometric 

devices at the security check points like, doorways, entrances, and exits. Beside this, users can 

build the most out of the biometric mechanism to obtain the knowledge about accessibility on the 

systems. Companies also use such biometric scanners to monitor the entry or exit time of an 

employee and their attendance. In case of the remote patient monitoring systems, the biometric 

identity can be used to send an emergency message to a rescue team of remote patient monitoring 

system. A soldier can ask help to get rescue from danger situation by pressing a button, which is 

basically a transmitter along with biometric identification system. Thus, it can be said that the 

biometric security systems have versatile applications in different IoT environments. 

    

10. Return on investment: This is definitely high, because human can avoid fraud including “buddy 

punching”, besides lowering payroll costs, accurate computation of work hours, and reduced 

management time. While the security is enhanced, users can also easily apply consistent policies 

and procedures at the same time. More thinking is required about the initial cost of the biometric 

system. Industries can benefit from biometrics systems to a great extent. Rather than 

remembering the password, biometric systems offer unique biometrics information for individual 

so that users can get their accessibility to obtain services after verification. Therefore, from 

business point of view biometric technology is very much profitable. 

 
Authentication Procedure Advantages Drawbacks 

 

 

Handheld tokens (Card, ID, and 

passport) 

• A new one can be generated 

• People can get same facility to the 

different country by accessing the 

tokens as it seems to be standard.  

• It can be stolen. 

• A fake or duplicate can be generated. 

• It can be shared. 

• A user can register him/herself with several 

identities. 

 

Knowledge based (Password and PIN) 

 

• It is a manageable and has low 

cost to fabricate. 

• For any problem, it can be 

replaced with new one easily. 

• It can be guessed or cracked. 

• Long or complicated password is hard to 

remember. 

• It can be distributed. 

• A user can be registered with different 

identities. 

 

Biometrics 

• It cannot be guessed, lost, 

forgotten, stolen, and shared.  

• One person with multiple 

identities can be verified easily. 

• It provides a greater degree of 

security than others 

 

• For any problem (Oily skin for fingerprint), 

replacement is not possible. 

• It is impossible to replace if biometric data of 

a person is stolen.   

Table 2: Comparison of three main authentication approaches [69] 

 

 

 

3.3 Benefits in Using Biometric-based Security Schemes for IoT applications 

Biometric-based security can be used in every application area of IoT. Biometric used in the application 

level where man and machine interaction is required. Fig. 4 describes the security system needed in 

http://www.m2sys.com/easyscan-optical-fingerprint-reader/?utm_source=blog&utm_medium=m2sys&utm_campaign=easyscan
http://www.m2sys.com/blog/workforce-management/benefits-measuring-employee-time-attendance-biometric-time-clock/?utm_source=blog&utm_medium=blog%20post&utm_campaign=benefits%20employee
http://www.m2sys.com/blog/workforce-management/eliminate-buddy-punching-with-biometrics/?utm_source=blog&utm_medium=blog%20post&utm_campaign=eliminate%20bp
http://www.m2sys.com/blog/workforce-management/eliminate-buddy-punching-with-biometrics/?utm_source=blog&utm_medium=blog%20post&utm_campaign=eliminate%20bp


different application areas. Security systems can be usable in smart home systems. A person can use smart 

lock system in the door using biometric locking system. An old person can report his/her health condition 

by login to the IoT health care system using biometric identification/verification system. In the IoT of 

transportation systems, the system can verify the identity of an end user while parking a car or paying a 

traffic fine etc. Traffic police can verify whether a car belongs to a driver or not using a biometric 

verification means. Before using the IoT applications, which are related to national project or application 

area like smart grid [68] or defense applications, an end user needs to verify his/her identity using 

biometric security to increase the reliability of the system. Biometric security can be useful in case of IoT 

health care systems [69]. All the medical persons need to pass biometric verification before prescribing or 

accessing the data of a patient. If any person faces any accident then biometric information is able to help 

identity and get his medical history. Presently, researchers are trying to introduce the IoT in agricultural 

systems [70]. Third world countries like India, Indonesia, Bangladesh etc. are the largest producers of 

food grain, but farmers in these countries have very low literacy rate. Therefore, it is mandatory that the 

IoT in agricultural systems should be easy to use. Here, biometric security systems are very much easier 

to use. Therefore, biometric-based systems are very useful in agricultural IoT systems.  

 

Fig. 4: End users and application areas based on data in IoT 

The IoT enables the objects so that they can participate in daily activities. However, in complex system, 

controlling such objects along with their security is a very challenging task. Generally, IoT is a scope 

where persons relate to the technology built on smart devices. Relations of four IoT components i.e., 

individual, intelligent devices, high-tech ecosystem, and method, provide a complete and perceptive 

characteristic for IoT security. In this regard, secrecy on human information is required when they interact 

with the smart technological ecosystem. Similarly, during the communication with the control processes, 

safety on data should be guaranteed. Methods should safeguard their dependability and preserve the aims. 

Beside this, due to the increasing autonomy of objects, IoT security based on cognitive and systemic 

techniques is going towards a greater autonomy so that the different security threats can be protected. 

Here, we will discuss the role of each actors i.e., i.e., person, intelligent and smart devices, technological 

ecosystem, and process in IoT security to highlight the research issues. 

According to [71], the major component of IoT can be categorized in four different nodes. There are four 

numbers of fundamental node and they are process, person, technological eco system, and intelligent 

object. In the imaginary, those nodes form a tetra hadron shape due to the nonlinear relationship amongst 



them. Four planes of that tetra hadron represent different scenarios of security management system of IoT 

like safety, security, access and cyber security (see Fig 5). 

 
Fig. 5: Tetrahedron shape of security system in IoT [72] 

 

Fig. 6 is the representation of each plane of Fig. 5 in two-dimensional area. From Fig. 5, it can be said 

that safety, security and access plane consists of a node named as person. According to [72], the edge of 

each side is named as tension.  

 
 

  
(a) (b) 

 

  
(c) (d) 

 

Fig. 6: Projections of the 3D-pyramid on each of the planes: (a) safety plane, (b) security, (c) access, and 

(d) cyber security [72] 
 

 



4. Feature Extraction and Biometrics 

Several applications are employed to ensure the identity of a ‘thing’ in the IoT paradigm. Examples of 

such applications include secure and reliable access to smart buildings, mobile phones, cloud databases, 

ATMs, etc. Therefore, these systems are vulnerable without a robust verification algorithm. The 

emergence of biometric-based identification or verification systems has pointed out to the problem that 

affects traditional verification methods by using physiological or behavioral features related to the person 

under consideration. IoT biometric systems use hand geometry, fingerprints, retina, iris, face, signature, 

voice, among others, to validate a person’s uniqueness. A simple IoT biometric system contains four 

components: (a) sensing or acquisition, (b) feature extraction, (c) pattern matching, and (c) decision 

making [73]. A typical biometric authentication enabled IoT architecture is shown in Fig. 7, where 

fingerprint biometric based verification is considered to get access control over the ‘things’. 

 

 

 

 

 

 

 

 

 

Fig. 7: Framework of IoT biometric-based security system 

According to Fig. 3, a brief description on the components is included here, and feature extraction unit is 

described later.  

• Sensor or acquisition module: It obtains the biometric of an individual. As an example, 

fingerprint sensor captures the fingerprint impressions of a user (see Fig. 3). 

• Feature extraction module: The assimilated data is managed to extract feature values. As an 

example, the positional and orientation related features are extracted from a fingerprint image in 

the feature extraction module of a fingerprint recognition system. 

• Matching module: The feature values are compared and calculated against the template by 

making matching. An example, here the matching score is calculated between query and template 

in this module, which helps in the next section. 

• Decision-making module: The requested identity is either rejected or accepted here based on the 

similarity score. 

The effectiveness of a biometric scheme is assessed by taking account the True Positive Rate (TPR) and 

False Positive Rate (FPR). These two measurements are graphed together in Receiver Operating 



Characteristic (ROC) curve, which plots TPR against FPR. As per the interest of this chapter next 

sections are focused on feature extraction module. 

4.1Different Techniques to Extract Biometric Features 

The framework of IoT biometric security shows the fingerprint template is fed into a feature extractor 

module, which transforms the template image into a set of features or feature vector. These features 

contain distinct properties of the input patterns that assist in discriminating between the classes of input 

patterns. The idea of feature extraction and the selection of features in a computer vision problem are 

highly reliant on the specific problem at hand. There are two types of feature extraction methods in 

computer vision: low-level and high-level feature extractors. Low-level feature extractor transforms the 

visual content of a biometric template by associating features such as color, gradient orientation, texture, 

and shape with the content of the input template. For example, link an extracted color such as blue with 

the sea or sky, white with a car or dress, red with an apple, and so on, whereas high-level algorithms are 

typically associated with the machine learning field. These procedures are concerned with the 

transformation or classification of a scene. Multiple methodologies are presented for each of these visual 

features and each of them symbolizes the feature from a different perception. Some popular feature 

extraction techniques are described in the next section.  

Fourier Transform (FT) 

Fourier Transform is a concept, which states that any function can be expressed as the integral of sines 

and/or cosines multiplied by a weighting function. The function, stated in a FT, can be reconstructed 

completely via an inverse procedure. These significant properties of FT allow working in the ‘frequency 

domain’ and then reappearance to the original form without missing any information. The Fourier 

transform, FT(s) for a single variable, and f(a) continuous function, is defined below: 

𝐹𝑇(𝑠) = ∫ 𝑓(𝑎)𝑒−𝑗2𝜋𝑠𝑎𝑑𝑎
∞

∞

 

Where𝑗 =  √−1, 𝑎𝑛𝑑 the Inverse Fourier transform (IFT) is given by: 

𝑓(𝑎) = ∫ 𝐹𝑇(𝑠)𝑒𝑗2𝜋𝑠𝑎𝑑𝑠
∞

∞

 

These two forms indicate no loss of information in forward and inverse FT. These mathematical 

expressions are easily mapped for two variables, s and t: 

𝐹(𝑠, 𝑡) = ∫ ∫ 𝑓(𝑎, 𝑏)𝑒−𝑗2𝜋(𝑠𝑎+𝑡𝑏)𝑑𝑎𝑑𝑏
∞

∞

∞

∞

 

Also, inverse transform is, 

𝑓(𝑎, 𝑏) = ∫ ∫ 𝐹(𝑠, 𝑡)𝑒𝑗2𝜋(𝑠𝑎+𝑡𝑏)𝑑𝑠𝑑𝑡
∞

∞

∞

∞

 



FT is complex valued function of frequency, where absolute part indicates that the frequency exists in the 

original function, and complex part indicates phase offset of the frequency. These frequency components 

are used as feature value for further classification or learning algorithms. FT is a useful feature extraction 

and filtering means for face, gait, voice, speech, and heart beat recognition [74], [75].  

Local Binary Pattern (LBP) 

LBP is an efficient texture operator. It labels the pixels of an image by thresholding the neighborhood of 

each pixel and contemplates the consequences as binary numbers or patterns. This was first proposed in 

1990 [76]. LBP is popular for biometric applications [77], [78] in machine learning domain because of its 

high discriminative power and computational simplicity. This is usually a divergent statistical and 

structural model of texture feature extraction and robust to monotonic gray-scale changes caused by 

illumination variations. LBP divides the input window template into cells (e.g. 16×16 pixels for each 

cell). The objective patterns are usually extracted in a circularly symmetric neighborhood by comparing 

each image pixel with its neighborhood, which is expressed by: 

𝐿𝐵𝑃(𝑃, 𝑅) = ∑ 𝑢(𝑔𝑖 − 𝑔𝑐)2𝑖

𝑃−1

𝑖=0

 

Where, P is the number of neighboring samples and R is the radius of neighborhood, gi denotes the 

intensity value of neighboring pixel I(𝑖 = 0, … , 𝑃 − 1), gc is the intensity value of the center pixel, and 

u(x) is a step function with: 

𝑢(𝑥) = {
1, for   x ≥ 0

0, otherwise,
 

The intensities of neighboring pixel values, which do not fall exactly on the image grid are obtained by 

bilinear interpolation. Then, after getting the interpolated template from the function LBP(P, R), we find: 

a histogram hi which is the total number of observations,  the total number of bins (b), and the histogram 

mi that counts the number of observations that fall into the specified bins defined as: 

ℎ𝑖 = ∑ 𝑚𝑖

𝑏

𝑖=1

 

This histogram is used as a feature vector later on for the input of a machine learning algorithm. An 

example to generate local binary pattern is included in Fig. 8, where a center pixel value 70 is surrounded 

by 8 neighboring pixel intensity values. It shows the differentiation among the pixels and thresholding to 

make a binary pattern. After differentiation and thresholding, the binary pattern will be: 11110000. Then 

the final decimal value 15 is substituted instead of 70.   

 

 

 



 

 

 

 

 

Fig. 8: An example of Local Binary Pattern generation 

Gabor filtering (GF) 

Gabor filtering is popular feature extraction technique in computer vision domain. It is widely used for 

biometric authentication also. GF is an efficient texture feature descriptor for palm print, face, fingerprint, 

and iris image template [79], [80]. Gabor elementary functions are Gaussians modulated by sinusoidal 

functions. It is shown that the functional form of GFs conforms closely to the receptive profiles of simple 

cortical cells, and GF is an effective scheme for image representation A two-dimensional (2D) even 

Gabor filter can be represented by the following equation in the spatial domain: 

𝐺(𝑥, 𝑦; 𝜃, 𝑓) = 𝑒
−

1

2
[

𝑥′
2

𝛿𝑥′
2 +

𝑦′
2

𝛿𝑦′
2 ] cos(2𝜋𝑓𝑥′)

 

𝑥 ′ = 𝑥 cos 𝜃 + 𝑦 sin 𝜃 

𝑦 ′ = 𝑦 cos 𝜃 − 𝑥 sin 𝜃 

where f is the frequency of the sinusoidal plane wave along the direction θ from the x-axis; δx’ and δy’ are 

the space constants of the Gaussian envelope along x' and y' axes, respectively. Therefore, GF over 

different frequency and directions are considered as feature values for a biometric pattern. Fig. 9 shows an 

input template of finger print and its enhanced version using the GF, where the enhanced version Fig. 9(b) 

contains smooth edges than the input Fig. 9(a). 

 

 

 

 

 

 

 

Fig. 9: Finger print enhancement using GF 
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Radial Zernike Polynomials (RZP) 

RZP is first proposed by Fritz Zernike in 1934 [81]. It is useful in describing the wave front data since 

these are of the same form as the categories Zernike Polynomials of aberrations often experimented in 

optical tests. This is a well-known shape feature descriptor in computer vision domain. The complex 

Zernike moments of order n with repetition l are defined as, 

𝐴𝑛𝑙 =  
𝑛 + 1

𝜋
∫ ∫ [𝑉𝑛𝑙(𝑟, 𝜃)]∗

∞

0

2𝜋

0

𝑓(𝑟𝐶𝑜𝑠𝜃, 𝑟𝑆𝑖𝑛𝜃)𝑟𝑑𝑟𝑑𝜃 

Where, 𝑛 = 0, 1, 2, … . , ∞ and l take on positive and negative integer values subject to the conditions: 

𝑛 − |𝑙| = 𝑒𝑣𝑒𝑛, |𝑙| ≤ 𝑛 

The symbol ‘*’ denotes complex conjugate. The Zernike polynomials: 

𝑉𝑛𝑙(𝑥, 𝑦) =  𝑉𝑛𝑙(𝑟𝐶𝑜𝑠𝜃, 𝑟𝑆𝑖𝑛𝜃) =  𝑅𝑛𝑙(𝑟)𝑒𝑖𝑙𝜃 

are a complete set of complex-valued functions orthogonal on the unit disk  𝑥2 +  𝑦2 ≤ 1, 

∫ ∫ [𝑉𝑛𝑙(𝑟, 𝜃)] ∗ 𝑉𝑚𝑘(𝑟, 𝜃)𝑟𝑑𝑟𝑑𝜃 =  
𝜋

𝑛 + 1
𝛿𝑚𝑛𝛿𝑘𝑙

∞

0

2𝜋

0

 

The real-valued radial polynomials {𝑅𝑛𝑙(𝑟)} satisfy the relation: 

∫ 𝑅𝑛𝑙(𝑟)𝑅𝑚𝑙

1

0

(𝑟)𝑟𝑑𝑟 =  
1

2(𝑛 + 1)
𝛿𝑚𝑛 

and are defined as: 

𝑅𝑛𝑙(𝑟) = ∑ (−1)𝑠

(𝑛−|𝑙|)
2⁄

𝑠=0

(𝑛 − 𝑠)!

𝑠! (
𝑛+|𝑙|

2
− 𝑠) ! (

𝑛−|𝑙|

2
− 𝑠) !

=  ∑ 𝐵
𝑛|𝑙|𝑘𝑟𝑘

𝑛

𝑘=|𝑙|,𝑛−𝑘=𝑒𝑣𝑒𝑛

 

The function f(x, y) can be expanded in terms of the Zernike polynomials over the unit disk as: 

𝑓(𝑥, 𝑦) = ∑ ∑ 𝐴𝑛𝑙𝑉𝑛𝑙(𝑥, 𝑦)

∞

𝑙=−∞
𝑛−|𝑙|=𝑒𝑣𝑒𝑛

|𝑙|≤𝑛

∞

𝑛=0

 

Where, the Zernike moments Anl are calculated over the unit disk. If the series expansion is truncated at a 

finite order N, then the truncated expansion is the optimum approximation to f (x,y): 

𝑓(𝑥, 𝑦) ≈ ∑ ∑ 𝐴𝑛𝑙𝑉𝑛𝑙(𝑥, 𝑦)

𝑛−|𝑙|=𝑒𝑣𝑒𝑛
|𝑙|≤𝑛

𝑁

𝑛=0

 



Therefore, if maximum value of radial degree n = 5, and azimuthal degree m = 5 are considered then, 21 

radial Zernike polynomials are generated from unit disk for each gait pattern; this  means 21 features can 

be generated or the feature vector length is 21. Zernike polynomials are very popular in iris, and face 

recognition research [82], [83]. 

Scale-Invariant Feature Transform (SIFT)  

SIFT is a procedure in computer vision to identify and define local features in a template. This is a high-

level feature extraction algorithm in machine learning domain. The method is patented in the United 

States by the University of British Columbia and first published by David Lowe [84]. It takes the original 

input template, produces gradually blurred images and converts original image to its half of size. 

Mathematically, ‘blurring’ is known as the convolution of the gaussian operator and the image template. 

It has an operator that is applied to each intensity value and that results a blurred image. 

𝐿(𝑥, 𝑦, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑥, 𝑦) 
 

Where the symbols, L is a blurred image, G is the Gaussian Blur operator, I is an image, x and y are the 

location co-ordinates, 𝜎 is the scale parameter; this means that the greater the value is, the greater the 

amount of blur, * is the convolution operator in x and y, which uses Gaussian blur G over the image I. The 

mathematical expression of Gaussian blur operator is given by: 

𝐺(𝑥, 𝑦, 𝜎) =
1

2𝜋𝜎2
𝑒

−
(𝑥2+𝑦2)

2𝜎2  

Now these blurred images are used with another set of images, which is the Difference of Gaussians 

(DoG). Those are then used to calculate Laplacian of Gaussian (LoG) approximations that are scale 

invariant. There are two parts to find out key points: (a) locate maxima/minima in DoG images, and (b) 

find out sub pixel maxima/minima. This is done by the Taylor expansion of the image around the 

approximate key point. Mathematical expression can be written as: 

𝐷(𝑥) = 𝐷 +
𝜕𝐷𝑇

𝜕𝑥
𝑥 +

1

2
𝑥𝑇

𝜕2𝐷

𝜕𝑥2
𝑥 

It is easy to find out the extreme points of this equation which increase the chances of matching and 

stability of the algorithm. After that, the extreme points are needed to be free from low contrast key 

points. If the magnitude of the intensity at the current pixel in the DoG image (i.e., being checked for 

minima/maxima) is less than a certain value, it is rejected. Now gradient directions and magnitudes 

around each key point are collected and we can figure out the most prominent orientation(s) in that 

region. Then these orientations are assigned to the key points. Gradient magnitudes and orientations are 

computed using these formulae: 

𝑚(𝑥, 𝑦) = √(𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))
2

+ (𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1))
2
 

𝜃(𝑥, 𝑦) = tan−1 ((𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1)) (𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦)))⁄  

Finally, a histogram is created for 3600 of orientation and are broken depending upon the problem 

statement. A typical example of the outcome of SIFT algorithm is included in Fig. 10 where (a) are the 

input images of face and then LoG is used to find out the key points on each face image and resultant 



images are shown in (b). There are many researchers who used SIFT as a high-level feature extractor 

[85], [86].  

 

 

 

(a) 

 

 

 

(b) 

Fig. 10: (a) Input set of facial expression image, (b) detection of scale invariant key points from the input 

template 

As per the focus of the chapter, some famous, efficient, and robust biometric feature extraction techniques 

are discussed here for IoT. But, the evolution of Deep Learning and its high capacity for learning the 

different categories are slightly changing the choice of the people. This giant Deep Learning algorithm 

itself is a perfect package for pre-processing, feature extraction, and classification steps, and it is going to 

change the way researchers think today. It will open huge research scopes for IoT, Big Data, and Machine 

Learning. 

5. Secure Biometric based IoT Systems: A Review 

Section 5.1 demonstrates several applications of IoT like e-health systems. Based on the applications 

viewpoint, in this section, we discuss some application based biometric security protocol in details. 

 

5.1 Biometric based e-Health System: An Authentication and Key Agreement Approach 
 

Maitra and Giri [87] proposed a biometric based authentication and key agreement scheme for secure 

communication in medical systems. In such systems, a patient can get his/her treatment from home by 

accessing his/her biometric smart card using a mobile device through the Internet. For this purpose, 

patients do their registration to an authentication server (AS) to get their biometric smart card, and then 

they can get several medical services from medical servers (MS) by punching their smart card. Fig. 11 

shows the network structure of the scheme of Maitra and Giri [87].    

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

Fig. 11: Network structure of Maitra and Giri’s scheme [87] 

5.1.1 Description of Maitra and Giri’s Scheme 

There are four phases of Maitra and Giri’s scheme [87]: (a) setup phase, (b) registration phase, (c) login 

phase, and (d) authentication and session key agreement phase. 

 

Setup Phase 

The authentication server (AS) makes two large prime numbers x and y such that x = 2y+1. AS picks a 

secret key 
*

yR Zd  , where 
*

yZ  is the set of integer numbers (except 0) over modulo y. AS also selects a 

cryptographic one-way hash function f(.): 
**}1,0{ yZ→ . Finally, AS declares y and f(.) publicly and keeps 

d as secret. Note that, cryptographic one-way hash function is collision resistant as defined in [2], [88].  

 

Registration Phase 

All the medical servers (MS) and the patients do their registration under the authentication server (AS) in 

this phase. 

• Registration phase of medical server 

By performing the following steps, a medical server MSi performs its registration under AS by executing 

the following steps: 

Step1: MSi picks its identity MIDi and transmits it to AS using secure channel. As the registration is 

performed only one time in offline mode, thus the communication pattern can be termed as 

secure channel.  

Step2: After getting MIDi from MSi, AS picks a number ai randomly from 
*

yZ  and calculates the 

unique secret key 
i

keyS  of MSi as )||( daf i . Then, AS supplies 
i

keyS  to MSi secretly. 

 

• Registration phase of patient 

A patient Pi does his/her registration under AS by executing the following steps: 

 

Step1: Sensor of mobile device scans the biometric of patient Pi and extracts the biometric feature 

bi, by following a suitable technique as discussed in Section 4. Pi selects a unique identity 

 



PIDi and password pwi through mobile application. Then the mobile device of Pi computes 

)||( iii bpwfbpw = and sends },{ ii bpwPID to AS via secure channel.  

Step2: Upon getting },{ ii bpwPID , AS calculates )||( dPIDfA ii = , iii AbpwC = and 

)||||( iiii bpwPIDAfD = . AS further computes p number of key-plus-id combinations

}1|,{ nipMIDkey pp + , where keyp is calculated as )]||)||(([ i

S

pA PIDdaffENC

p
key

i 
, 

ENCAi is the symmetric key encryption (i.e., ASE-128 [89]) using a key Ai and p is the 

number of medical servers present in the e-medical system to provide medical services. 

Step3: AS finally burns }),(},1|,{,,,{ yfnipMIDkeyDCPID ppiii + into the memory of 

biometric smart card and issues the card for patient Pi. 

 

Login Phase 

To reach several medical facilities by accessing the medical servers (MS), the patient Pi punches the 

biometric smart card into his/her mobile device and also the sensor of the mobile device scans the 

biometric of Pi and extracts the feature 
'

ib of Pi. Then the patient Pi supplies his/her password pwi to the 

mobile device. After that the mobile device of Pi executes the following operations:  

 

Step1: Mobile device calculates )||( ''

iii bpwfbpw = ,
''

iii bpwCA =  and )||||( '''

iiii bpwPIDAfD =

Then, it checks 
'? ii DD = . For the correct value, the device executes the next step; otherwise, 

it stops the current session. 

Step2: Mobile device provides the permission to select an identity of medical server from which Pi 

wants to get service. Pi submits an identity MIDi of MSi. 

Step3: The mobile device retrieves 
ikey  corresponding to MIDi. It then extracts 

)||)||(( ii PIDdaff  by decrypting 
ikey using the key 

'

iA as

][)||)||(( iAii keyDECPIDdaff
i

= . 

Step4: The device picks a number ri randomly from 
*

yZ and calculates  

)]||||(||[ 1)||)||(( TrbfrENCL iiiPIDdaffi ii
=  and 

))||||(||||||||( 11 TrbfPIDMIDTrfR iiiiii = , where 1T  is the current timestamp. Then the  

mobile device transmits a login message },,,,{ 1TMIDRLPID iiii
 to the medical server MSi 

via the Internet. 

 

Authentication and Session Key Agreement Phase 

Upon getting the login message },,,,{ 1TMIDRLPID iiii
at timestamp T2, the medical server MSi checks 

the validity of timestamp as ( ) TTT − 12 , where T is the threshold value of time span. For the 

correct result, MSi executes the following steps: 

Step1: MSi calculates )||( i

i

key PIDSf , retrieves ]))||||((||[ *

1

* Trbfr iii  by decrypting 
iL as 

][
)||( iPIDSf

LDEC
i

i
key

 and calculates )))||||((||||||||( *

11

** TrbfPIDMIDTrfR iiiiii = . Then 

MSi checks 
*? ii RR = . For the false result, and MSi rejects the current session; otherwise, it 

executes the next step. 



Step2: MSi picks a number 
ie  randomly from 

*

yZ , and calculates iii erre = *
,  

)))||||((||||||||( *

121

* TrbfTTerfSK iiiii =  and )||( iii eSKfK = . Then, MSi transmits a 

reply message },,{ 2TKre ii
 to the mobile device of Pi. 

Step3: After getting },,{ 2TKre ii
at timestamp T3, the mobile device verifies the validity of sent 

timestamp. For the correct result, it computes iii rere ='
 ,

))||||(||||||||( 121

'' TrbfTTerfSK iiiii =  and )||( '''

iii eSKfK = . Then the device checks 

'? ii KK = .For the correct equality, both the patient Pi and medical server MSi agree upon a 

session key SKi for secure data communication into the same session.  

 

6. Conclusion and Future Scope 

Biometric technology has been around for decades but it is mainly popular for identity authentication or 

verification in highly secure environment. Biometric-based security systems are becoming popular day by 

day. Fig.12 discussed the changes of revenue of total biometric revenue market with respect to year. The 

change is monotonically and exponentially increasing in nature. Therefore, it can be said that day by day, 

biometric-based security is becoming more and more popular. Still there are some challenges being faced 

by biometric technology. The first challenge is the cost of biometric technology. There are some reasons 

for increasing cost of biometric technology like: hardware maintenance, processing power for databases, 

experimental infrastructure, real-time implementation, salary for employees, training for the employees, 

marketing cost, exception handling, productivity loss, and system maintenance, among others. 

 

 

Fig. 12: Total biometrics revenue market: 2000-2007 [68] 

Fig. 13shows the possible threat of biometric security system. At the sensor level where end user puts 

his/her biometric information, there are different attacks that can occur like collective attack, spoofing 

attacks, and mimicry attacks. However, at the time of biometric features extraction, different attacks 

might take place like, eavesdropping, man-in-the middle attack, replay attack, and brute force attack. The 

storage data can be attacked by reading template, replacing template attack, and change-binding attack 

(ID-biometric).Those attacks influence the error of matching during the matching process of biometric 

information inserted by the end user with the stored but tempered biometric information. If we can 



consider that stored biometric information is correct then also attacks can occur at the time of matching 

phase. The type of attack occurred at matching phase is insertion of imposter data, component 

replacement, hill climbing, and manipulation of score guessing attack. Eavesdropping attack, reply attack 

and man-in-the-middle attack can occur during the transmission of biometric data from Data Storage to 

the Matching block. After matching process is done, the message regarding percentage of matching 

information is to transfer to the Decision block. During transfer process, the message might be tempered 

with by hill climbing, and manipulation of match score process. Even hackers can change the data at the 

decision level. Moreover, attacks can occur after transmitting the decision and such attacks are component 

replacement, hill climbing, and manipulation of decision, among others.   

 

Fig. 13: List of security threat in different steps of biometric security system 
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