On the benchmarking of ResNet forgery image
model using different datasets

Faria Hossain
School of Engineering
London South Bank University
London, United Kingdom
hossaif5 @lsbu.ac.uk

Abstract—This paper presents the benchmarking and improve-
ment of the ResNet image forgery model using three different
datasets (CASIA, Columbia, and LSBU). The model is based
on classification, where forgery images have been edited using
cut-paste modification technique.The images are categorized to
check if the algorithm can successfully identify the difference
between the original and the forgery image. All images have
been pre-processed with Gray-Edge detectors to obtain get better
classification results. Experimental results have shown that the
Gray-edge technique has improved the accuracy across all image
datasets.

Index Terms—Image Forgery,
CASIA image datasets

ResNet, LSBU-Columbia-

I. INTRODUCTION

Image forging refers to copying and pasting an image’s
content into another image [1]. This procedure become
more frequent. Low-cost and high-resolution cameras have
made it possible for everyone to take and save digital
photos. In addition, even a non-expert may change a picture
using simple photo editing software. Enhancing, retouching,
splicing, morphing, copy-move, cut-paste, and erase-fill
techniques are all key features of image forgery approaches.

Different image editing tools could be used in scientific,
industrial, and military sectors where image modification is
essential [2]. Such tools could be used to enhance a picture,
such as by adding saturation, blur, tone, brightness, and so
on.There is no negative impact on the image’s meaning from
these improvements. Retouching is the most popular method
of preparing an image for a final performance [3]. It’s mostly
utilized to remove or intensify aspects of a picture to draw
the reader’s attention. The procedure is often difficult and
requires certain abilities. A good retouching approach may
completely change the image from top to bottom [4].The
process of combining multiple pictures into a single view
is known as image splicing. A single picture is created
from a group of images at the final. Image transformation is
related to image height and width. The surgery is sometimes
referred to as a “morph” for short. An image-morphing
computer approach gradually transforms images into new
ones. Cut-Paste and Copy-Move belong to Splicing, and
Erase-Fill belongs to Inpainting [4]. Editing any image using
cut-paste means that some part of another image is taken and
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posted on the old image [1]. The new image is a forgery
image. Such type of image editing may benefit people in
different businesses but editing an image is sometimes used
for unethical purposes as well [1]. A human sometimes may
detect a forgery image very quickly but detecting so many
images at a time would be difficult [1]. Similarly, sometimes
machines can better predict the editing than human beings [1].

This is due to the fact that an image can be utilized as
legal evidence in forensics investigations and numerous other
fields. The goal of pixel-based image forgery detection is
to check the authenticity of digital images without knowing
anything about the original [1]. The impact of forgery can
be disturbing in terms of law and order, and culprits can use
this to save themselves, and innocent people could get hurt
by the wrong forgery evidence images [1].Image Modification
is a Frequently Asked Question in Several Disciplines. Forg-
eries are famous in medical science, media, sports, criminal
investigation, image forensics, and other vital industries in
which picture authenticity is crucial. Mainly, methods based
on deep learning may produce media content nearly unde-
tectable to human eyes and very close to being realistic.
Image manipulation has interested businesses, social media
platforms, and other media industries [5]. Standards for media
content and metadata are studied on JPEG have set up a WG
on Fake Media to define annotations of media changes [6].
It covers the key subjects and case studies where learning
and assessment are significant. Deep Learning algorithms like
ResNet, BusterNet, CNN, and other classification algorithms
have widely been used to detect the Forgery image [4]. ResNet
with 50 layers has been widely used in the past to detect cut-
paste forgery images [4]. This paper proposes benchmarking
improvement of a ResNet method to detect improvement in the
detection of cut-paste models. Such an improvement is based
on edge detection. Benchmarking has been carried out on three
different image datasets with standards. The structure of the
paper is the following: Section II is discussed the literature
review of the work. The project methodology is provided in
part III. Datasets overview is presented in section IV while
section V discusses the complete outcome of the project.
Finally, in Section VI, the author acknowledges and cites all
of the sources used in the paper’s research.



II. LITERATURE REVIEW

A. Cut-Paste Forgery Images

Cut-paste refers to the joining of either two or more images
together. There is an original image from which the part
that has been changed has been cut out, swapped with the
piece from a different reference image, and added back to the
original image to make the tempered image. Cut-paste tam-
pering indicators are often less visible than copy-move region
duplication clues [1]. Contrast enhancement on the original
two images could be required by a picture counterfeiter if
they had been taken in illumination variations than the final
material picture.

B. ResNet Image Classification

The algorithm is discussed in detail. The ResNet and its
variations have accomplished noteworthy triumphs in dif-
ferent PC visions. Deep Learning algorithms like ResNet,
BusterNet, CNN, and other classification algorithms have
widely been used to detect the Forgery image [8]. ResNet
with 50 layers has been commonly used to see cut-paste
forgery images [2]. The researchers likewise present an ex-
amination of CIFAR-10 with 100 and 1000 layers. The
profundity of portrayals is of focal significance for some
visual acknowledgment undertakings. Deep nets are ground-
works of their entries to ILSVRC COCO 2015 competitions.
Despite its outcome in making slope courses through building
blocks, the data correspondence of halfway layers of blocks
is overlooked. To resolve this, the authors [9], propose to
present a controller module as a memory component to sep-
arate correlative highlights of the middle layers, which are
additionally taken care of by the ResNet. Specifically, the
controller module uses of convolutional RNNs (e.g., LSTMs
or GRUs), which are demonstrated to be great at extricating
spatial-fleeting data. The new managed network is dubbed
ResNet. The controller module can be effectively executed and
annexed to any ResNet design. Exploratory outcomes on three
picture arrangement datasets have exhibited the promising
execution of the proposed engineering contrasted and the
standard ResNet, crush and excitation ResNet, and other best-
in-class structures.

To guarantee harmonious intermingling, preparing a CNN
without any preparation is extremely demanding for more
computational resources. Tweaking a CNN that has been pre-
prepared utilizing, for example, a gigantic arrangement of
marked clinical datasets is a reasonable other option. In a
paper, a similar study was finished using pre-prepared models,
for instance, VGG-19 and ResNet-50, as against preparing
without any preparation [8]. To reduce overfitting, information
expansion and dropout regularization were utilized. With a
review of 92.03%, authors have shown that the pre-prepared
models with legitimate fine-tuning are equivalent to Iyke-Net,
a CNN prepared from scratch [8].

III. METHODOLOGY
A. ResNet Model

The model comprises 5 phases, each with a convolution
and Personality block. Every convolution block has three
convolution layers, and every identity block has three convo-
lution layers. The ResNet-50 has north of 23 million teachable
boundaries [9]. As of now, networks are turning out to
be increasingly mind-boggling, from a few layers to many
layers. The principal benefit of neural networks is that they
can communicate extremely complex capabilities. It can gain
highlights from various degrees of reflection, for example,
edge highlights at lower levels and complex elements at higher
levels. However, the utilization of networks isn’t generally suc-
cessful because there is an exceptionally enormous obstruction
- the vanishing of slopes: in incredibly profound organizations,
angle signals will often move toward zero rapidly, making
the angle plunge process very slow. Specifically, during the
time spent inclination drop, the weight framework item activity
should be done in each step of the back spread from the last
layer to the top layer so that the slope will drop dramatically
to 0. Subsequently, during the time spent preparing, it will
be tracked down that with the increment of the number of
layers, the pace of inclination declines increases. Therefore, by
extending the organization, even though it can communicate
any intricate capability, with the increment of organization
layers [9].

Neural Networks like the well-known ResNet-50 model, a
convolutional CNN that is 50 layers profound. ResNet [10] is
an ANN that stacks remaining blocks on top of one another
to frame an organization. As an immediate consequence of
these headways, it has become workable for PC vision models
to outperform people in effectively tackling various issues
connected with picture acknowledgment, object location, face
declaration, picture characterization [11] in such a manner, the
presentation of profound convolutional brain organizations or
CNNs merits extraordinary notice. These organizations have
been widely utilized for dissecting visual symbolism with
exceptional precision. Be that as it may, while it provides
us with the choice of adding more layers to the CNNs to
tackle more confounded errands in PC vision, it accompanies
its arrangement of issues. It has been seen that preparing
the brain networks turns out to be more troublesome with
the expansion in the quantity of added layers, and now and
again, the exactness lessons also [12]. It is here that the
utilization of ResNet accepts significance. More profound
networks are more challenging to prepare. With ResNet, it
becomes conceivable to outperform the hardships of preparing
deep networks. ResNet has numerous variations that sudden
spike in demand for a similar idea; however, have various
quantities of layers. Resnet50 indicates the variation that can
work with 50 network layers. There are skip associations
in ResNet. Skip associations work in two ways. They, first
and foremost, mitigate the issue of evaporating inclination by
setting up a substitute easy route for the slope to go through
[13]. Also, they empower the model to get familiar with a



character’s capability. This guarantees that the higher layers of
the model play out no more terribly than the lower layers. The
remaining blocks make it significantly more straightforward
for the layers to learn personality capabilities. Thus, ResNet
works on the proficiency of profound networks with additional
layers while limiting the level of mistakes. As such, the skip
associations add the results from past layers to the effects
of stacked layers, making it conceivable to prepare a lot of
different organizations than beforehand conceivably [9].
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Fig. 1. Project Methodology [14]

B. Gray-Edge Detection

We did not use the exact images in models. Before moving
towards benchmarking, we have applied the edge detection
method on images. The following steps are completed.
All Pictures are refreshed through the foundation disposal
strategy. The edge discovery strategy is utilized to choose the
pertinent picture and eliminate all the other things. Watchful
edge identification technique from cv2(OpenCV) is applied
to recognize the edges [15] impeccably. This procedure
impeccably distinguishes every one of the pictures.

1. Apply a Gaussian channel to smooth the picture to
eliminate the commotion [16]

2. Find the force inclinations of the picture

3. Apply inclination greatness thresh holding or lower
bound slice off concealment to dispose of fake reaction to
edge discovery

4. Apply a twofold limit to decide on expected edges

5. Track edge by hysteresis: Conclude the recognition
of edges by smothering the wide range of various edges that
are powerless and not associated with areas of strength for
with [17].

This Gray edge detection is looped through all the images
in Train and Test. The process is repeated for every image that
is being used in every ResNet method that we are going to
discuss further.

D. Accuracy Calculations The accuracy is calculated by
checking the correct predictions with total test data. The
formula for the accuracy is stated below.

Accuracy = CorrectPredictions/TrueData (D

IV. DATASET

Three datasets are used in this project. The basic explanation
of each dataset is provided below:

A. LSBU

This dataset consists of 1000 original and 3000 forgery
images generated from authentic images. The original photos
have been retrieved from publicly available repositories, and
LSBU dataset considers both high and low resolutions. The
forgery images have been created using three different meth-
ods: cut-paste, erase-filling, and copy-move. To create the fake
images, both pre-processing and post-processing have been
utilized. This includes sharpening, enhancing color and size,
blurring, and adjusting exposure. Resizing, rotation, sampling,
and sharpening are all included in the next generation of fake
photos. It is available on the IEEE data port [18].

B. CASIA

CASIA’s team established a web portal in 2009 in response
to the increased need for larger assessment datasets and
more realistic altered photos [19]. The CASIA 1.0 collection
contains 1721 photos; 800 are authentic, and 921 have been
tempered. JPEG and TIFF file formats are used to store
compressed and uncompressed pictures in the CASIA 2.0
dataset, which contains images ranging from 240x160 to
900x600 pixels in size. Total color photographs are 12,614 and
include 7491 originals and 5123 retouched shots. Tampered
photos have been post-processed to improve their influence
on the second dataset, CASIA 2.0.

C. Columbia

It was created in 2004 when the Columbia picture splicing
detection validation dataset was made public [20]. This is the
first publicly accessible dataset for studying image manipu-
lation. Grayscale photographs are only included in this. Nine
hundred thirty-three original blocks and 912 cut-paste images
were created in Adobe Photoshop. They are all of the same
size (128%128) and are saved as BMP files [20]. A new dataset
was created in 2006 to solve the shortcomings of the previous
one. This updated dataset includes 183 color photographs and
180 cut-and-paste graphics. Uncompressed TIFFs of the color
photographs are provided in sizes ranging from 757x568 to
1152x768. The cut-paste tampering method was the focus of



the two Columbia datasets. The dataset is used in this project

accordingly.

The dataset is divided so that 216 images from Columbia
dataset are used in training. There are 48 images used in the
test dataset. Three hundred ninety-six images are used for
training the CASIA dataset, and 54 images are used in the
test dataset. In the case of the LSBU dataset,144 images are
used in the training dataset, and 44 images are used in the test

dataset.
TABLE I
TRAIN TEST SPLIT OF THE DATASETS
Image Technique
Dataset Forgery Train | Original Train | Forgery Test | Original Test .
ISBU = - 7 B Fig. 4. Forgery Image
CASIA 198 198 27 27
Columbia 108 108 24 24

2Dataset Counts.

V. RESULTS AND DISCUSSIONS

Fig. 2. Original Image

Fig. 3. Canny-Edge detection for Original Image

Fig. 5. Canny-Edge detection for Forgery Image

Figure 4 presents the Forgery image of Image 2 from the
dataset, and Figure 5 is the edge detected image. In Figure 5
it can be seen that the points where the image is edited are
detected clearly, and it will be easy for the algorithm to detect
this image as a forgery image. The cap of the cartoon is edited
and ResNet algorithm may now distinguish clearly.

Fig. 6. Original Image

Figure 2 presents the original image from the dataset, and
Figure 3 is the edge detected image. In Figure 3 it can be seen
that the points where the image has edges are detected clearly.



Fig. 7. Canny-Edge detection for Original Image

Figure 6 presents the original image from the dataset, and
Figure 7 is the edge detected image. In Figure 7 it can be seen
that the points where the image has edges are detected clearly.
All of the birds and their shadow is carefully detected.

Fig. 8. Forgery Image

Fig. 9. Canny-Edge detection for Forgery Image

Figure 8 presents the Forgery image of Image 6 from the
dataset, and Figure 9 is the edge detected image. In Figure 9,
it can be seen that the points where the image is edited are
detected clearly, and it will be easy for the algorithm to detect

this image as a forgery image. The birds in the Forgery images
are a bit flipped, and the canny edge has accurately detected
the birds’ position.
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Fig. 11. Validation and Training Accuracy for LSBU

Figure 10 presents the train and validation loss for the
LSBU dataset and the ResNet algorithm. Figure 11 presents
the accuracy changes through the epochs. In Figures 10 and
11, the accuracy and loss are presented. The algorithm has
detected 75% of the predictions correctly.

Validation and Training Loss for LSBU with Gray Image
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Fig. 12. Validation and Training Loss for LSBU with Canny Edge

Figure 12 presents the train and validation loss for the
Canny Edge LSBU dataset with and the ResNet algorithm.
Figure 13 presents the accuracy changes through the epochs.
In Figures 10 and 11, the accuracy and loss are presented.
The algorithm has detected 97% of the predictions correctly.
Hence, The Canny-Edge detection has improved the accuracy.

Figure 14 presents the train and validation loss for the
CASIA dataset and the ResNet algorithm. Figure 15 presents
the accuracy changes through the epochs. In Figures 14 and
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15, the accuracy and loss are presented. The algorithm has
detected only 57% of the predictions correctly. This is a very
low value for such an important dataset.

Figure 16 presents the train and validation loss for the
Canny Edge CASIA dataset with and the ResNet algorithm.
Figure 17 presents the accuracy changes through the epochs.
In Figures 16 and 17, the accuracy and loss are presented.
The algorithm has detected 65% of the predictions correctly.
Hence, The Canny-Edge detection has improved the accuracy
a lot. It is at-least better than 57% of without Canny-Edge.

Figure 18 presents the train and validation loss for the
Columbia dataset and the ResNet algorithm. Figure 19 presents
the accuracy changes through the epochs. In Figures 18 and
19, the accuracy and loss are presented. The algorithm has
detected 78% of the predictions correctly. This accuracy is the
best accuracy for any data set without Gray-Edge detection.

Figure 20 presents the train and validation loss for the
Canny Edge Columbia dataset with and the ResNet algorithm.
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Validation and Training Loss for Columbia with Gray Image
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Fig. 21. Validation and Training Accuracy for Columbia with Canny Edge

Figure 21 presents the accuracy changes through the epochs.
In Figures 20 and 21, the accuracy and loss are presented.
The algorithm has detected 65% of the predictions correctly.
Hence, The Canny-Edge detection has not improved the accu-
racy. Rather it becomes lower than the original one. It shows
that the Canny Edge is best for LSBU and CASIA but simple
images are best for Columbia dataset.

TABLE II
COMBINED ACCURACY USING RESNET 50 (PERCENT)

Image Techniques
Dataset Without Canny Edge | Using Canny Edge
LSBU 75.1 97.0
CASIA 57.2 65.40
Columbia 78.1 65.5
2#ResNet50.

Table 2 has the accuracy details for all three datasets. In
the case of not using gray-edge, there was much less accuracy
for LSBU and CASIA. In the future, more data can be added
so that proper verification of LSBU data classification can be
done without stating the low accuracy case.

VI. CONCLUSION

This paper presents the benchmarking of ResNet to deal
with cut-paste using three different image datasets. Among
these datasets, LSBU shows high accuracy. It is due to the
implementation of the Background elimination method.The
Gray-Canny Edge detection technique is applied to all images.
Our model with Canny Edge using ResNet on Forgery images
has proved much better than simple ResNet on the same data.
The accuracy of the LSBU test data increased up-to the 97%

from 75% using the canny edge detection technique. The Gray-
Canny Edge detection is best for LSBU due to its low error
rate, which signifies the ability to identify just existent edges.
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