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Abstract

It is recognised worldwide that air pollution is the cause of premature deaths
daily, thus necessitating the development of more reliable and accurate nu-
merical tools. The present study implements a three dimensional Variational
(3DVar) data assimilation (DA) approach to reduce the discrepancy between
predicted pollution concentrations based on Computational Fluid Dynamics
(CFD) with the ones measured in a wind tunnel experiment. The method-
ology is implemented on a wind tunnel test case which represents a localised
neighbourhood environment. The improved accuracy of the CFD simula-
tion using DA is discussed in terms of absolute error, mean squared error
and scatter plots for the pollution concentration. It is shown that the dif-
ference between CFD results and wind tunnel data, computed by the mean
squared error, can be reduced by up to three order of magnitudes when using
DA. This reduction in error is preserved in the CFD results and its benefit
can be seen through several time steps after re-running the CFD simulation.
Subsequently an optimal sensors positioning is proposed. There is a trade-off
between the accuracy and the number of sensors. It was found that the accu-
racy was improved when placing/considering the sensors which were near the
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pollution source or in regions where pollution concentrations were high. This
demonstrated that only 14% of the wind tunnel data was needed, reducing
the mean squared error by one order of magnitude.

Keywords: CFD, Data Assimilation, Wind Tunnel, Fluidity, Urban
Environment, Pollutant concentration, Sensor positioning

1. Introduction1

Climate change and air pollution form one of the grand challenges currently2

faced by humanity worldwide with still many questions remaining unan-3

swered at the micro-scale/city-scale. The World Health Organisation (WHO)4

has found that outdoor air pollution in cities has been the primary cause of5

4.2 million premature deaths annually worldwide [1]. WHO has subsequently6

established guidelines on the two main pollutants: the PM2.5 and NO2 [1].7

By 2030, reducing deaths and illnesses due to air pollution is also one of the8

aims of the United Nation sustainable development programme, with one of9

the goals being “good health and well being” [2]. In Europe, the European10

Union Commission has also already established procedures for monitoring11

and advising on air quality, focusing on the five most important air pol-12

lutants: ozone (O3), nitrogen dioxide (NO2), sulphur dioxide (SO2), PM2.513

and PM10 particles [3]. Currently, many areas in the United Kingdom (UK)14

and London in particular, fail to meet the WHO guidelines on two pollu-15

tants, the PM2.5 and NO2. Due to these failings, the UK Government has16

developed the Clean Air Strategy 2019 [4], which sets out the UK plans for17

dealing with all sources of air pollution, and ensuring the health of the na-18
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tion through better air quality. In addition, for London, UK, the Mayor’s19

office has also developed the London Environment Strategy specifically for20

air pollution problems in the capital [5].21

It is therefore clear that serious steps are taken at both international, national22

and city levels to reduce air pollution levels. Scientific and technological ad-23

vances are therefore encouraged in the global effort to combat air pollution,24

with innovative tools being developed to assist in this effort. Computational25

methods/tools are at the forefront of these efforts, with many researchers26

worldwide looking at how to most accurately capture the dispersion of pollu-27

tants at the micro-scale level, within the urban environment [6, 7, 8]. Many28

studies have been carried out over the years, employing both simplified Gaus-29

sian plume models [8], to the more sophisticated ones using complex com-30

putational fluid dynamics (CFD) with turbulence models ranging from the31

Reynolds Averaged Navier-Stokes (RANS) approach to the more elaborate32

Large Eddy Simulation (LES) methods [9, 10]. To validate the CFD sim-33

ulations, comparison of various variables (velocity, pollutant concentration,34

wind pressure coefficients, Reynolds stresses...) at micro-scale are usually35

confronted to wind tunnel experiments data [11, 12, 13] and in less extend36

to full scale experiments [14, 15]. For simple test case, i.e. simple geometric37

configuration, CFD models are reliable and reproduce with a good agreement38

data obtained from experiments [14]. However, the success of the comparison39

becomes mitigated and significant discrepancies between CFD and experi-40

ments are locally observed when more complex urban environment set-up41
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are considered [11, 12, 14]. In the context of predicting accurately the level42

of pollution at pedestrian level, i.e. at micro-scale, more advance numerical43

models need to be used in order to improve the reliability of their predictions.44

The use of Data Assimilation (DA) technologies is a good candidate to an-45

swer this need. DA is an uncertainty quantification technique used to in-46

corporate observational data into a prediction model in order to improve47

numerical forecasted results [16]. During the last 20 years, data assimila-48

tion and its various methodologies [16, 17] have reached a widespread and49

worldwide interests in many federal research institutes and universities such50

as the National Center for Atmospheric Research (NCAR, US); the National51

Centers for Environmental Prediction (NCEP, US); the Deutscher Wetterdi-52

enst (DWD, Germany); the Met Office (University of Reading and Imperial53

College of London, UK); the Japan Meteorological Agency (JMA, Japan);54

the Canadian Association of Management Consultants (CMC, Canada) and55

the Euro- Mediterranean Center for Climate Changes (CMCC, Italy). Since56

10 years, the Variational DA (VarDA) approaches [18, 19] have gained accep-57

tance for its accuracy and efficiency and thus as a powerful method. VarDA58

methodology is based on the minimisation of a function which estimates the59

discrepancy between numerical results and observations assuming that the60

two sources of information, forecast and observations, have errors that are61

adequately described by error covariance matrices.62

A POD-EnVar DA method to identify pollutant source location and wind pa-63
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rameters from observations of the gas concentration is described in [20]. The64

POD-EnVar DA is coupled with a CFD software based on a Lattice Boltz-65

mann Method (LBM) code and V-LES algorithm (PowerFLOW). A sensor66

placement procedure based on global sensitivity analysis techniques has also67

been proposed to improve the performances of the assimilation process. Us-68

ing appropriate sensor placement, the position of the source can be identified69

with an accuracy of only a few meters. An EnKF method to improve the pre-70

diction of air flow (using the OpenFoam libraries as CFD software) in a real71

urban environment using wind sensors located in Stanford’s campus, US, is72

proposed in [21]. The location as well as the number of sensors are discussed,73

highlighting that sensors located at roof height allows a better prediction of74

the velocity field. Moreover, with careful selection of the sensor location,75

their method is also able to accurately retrieve the probability distribution of76

the inlet wind velocity and direction. Finally, an Optimal Three Dimensional77

Variational (3DVar) data assimilation model coupled with a mesh-adaptivity78

open-source CFD software (Fluidity) is developed in [22, 23]. The method79

and its parametrisation is fully described and then successfully applied to80

a real urban environment located in London, showing that the error in the81

pollutant dispersion and the flow field can be reduced up to one order of82

magnitude compared to before the VarDA process. Moreover, this reduction83

in error propagates, as expected, in the next time step of the forcasted model84

(Fluidity).85

As mentioned before, the validation of CFD models (for urban environment86
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simulations) are usually performed by comparing, more or less successfully,87

results to wind tunnel experiments, with a trend of higher discrepancy when88

increasing the complexity of the urban layout. Before going towards a com-89

parison with full-scale experiment, the coupling of DA and CFD has also90

to be considered as a way to improve the comparison between wind tun-91

nel and CFD results. The assimilation of pressure coefficient from a wind92

tunnel experiment in open-source CFD software (SU2) is proposed in [24]93

for the well-known 2D NACA 0012 and RAE 2822 airfoils. The sensitivity94

of the results depending on the number of observation points is discussed,95

highlighting that the assimilation works even with a very limited number of96

measurements (4% of the original data set was used). An Ensemble Kalman97

Filter (EnKF) method is used in [25] to assimilate values of surface pressure98

provided by a wind tunnel experiment around a so-called “squared cylinder”99

which can be assimilated to a single isolated building. They highlight that100

such a coupling method is promising, however, the 3D effect of the flow is ne-101

glected and only a 2D simulation is considered. Finally, the coupling between102

a Monte Carlo dispersion model (probabilistic model) and an EnKF method103

is developed in [26] showing that the error in the calculated concentration is104

reduced when coupling with DA.105

The work presented in this paper aims to address the discrepancy between106

CFD results and wind tunnel data in terms of pollutant concentration pre-107

diction in a real urban environment. Thereby, CFD will be coupled with108

a novel data assimilation approach to show how data assimilation enhances109
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predictions and reduces the errors between measurements and simulations.110

In this paper, the Optimal Three Dimensional Variational (3DVar) data111

assimilation model presented in [22], which has been developed and im-112

plemented for improving air pollution prediction, is used. The forcasted113

model to be improved is the open-source CFD software Fluidity (http:114

//fluidityproject.github.io/) [27], and the observed data are concen-115

tration values from a wind tunnel experiment performed in the EnFlo Mete-116

orological Wind Tunnel [12].117

The CFD Large Eddy Simulation (LES) method and the Optimal 3DVar DA118

model are first described in Section 2. The case set-up (wind tunnel exper-119

iment and CFD simulation) is then detailed in Section 3. The results using120

DA to improve the prediction of the pollutant concentration are presented121

in Section 4. Finally, conclusions are provided in Section 5.122

2. Methodology123

2.1. The Large Eddy Simulation method and Mesh Adaptivity124

Over the last two decades, the Large Eddy Simulation (LES) method has125

become one of the most popular tool for atmospheric sciences, as it enables126

a more accurate capturing of the turbulent flows compared to the traditional127

Reynolds-Averaged Navier-Stokes (RANS) approach [10, 28, 29, 30, 31, 9].128

The LES approach, although still complex and computationally demanding129

is “favoured” because it allows a more accurate representation of turbulence:130
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it achieves this by separating the flow into resolved and unresolved scales131

based on a cut-off length scale ∆. For scales greater than ∆, the flow is132

resolved and numerically solved, whilst for scales smaller than ∆, the flow133

is unresolved and represented by a sub-grid scale model. The subgrid scale134

model is crucial in representing the flow of turbulent energy from the large-135

scale (resolved) scale motions to the smallest (unresolved) scales where energy136

is dissipated [32]. The importance of the subgrid scale model was very clearly137

noted and considered in the very early works of the development of the138

LES methodology - especially the need to address anisotropic filtering and139

inhomogeneous effects [33, 34].140

The LES equations describing turbulent flows are based on the filtered three-141

dimensional incompressible Navier-Stokes (NS) equations: continuity of mass142

(equation (1)) and momentum equations (equation (2)) [35].143

∇.u = 0 (1)

∂u

∂t
+ u.∇u = −1

ρ
∇p+∇.

[
(ν + ντ )∇u

]
(2)

where u is the resolved velocity (m/s), p is the resolved pressure (Pa), ρ is144

the fluid density (kg/m3), ν is the kinematic viscosity (m2/s) and ντ is the145

anisotropic eddy viscosity (m2/s).146
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The subgrid-scale model in Fluidity is based on the Smagorinsky model in147

which the eddy viscosity ντ is expressed by equation (3).148

ντ = C2
S∆2|S| (3)

CS is the Smagorinsky coefficient (taken equal to 0.1), ∆ is the Smagorinsky149

length scale which depends on the local element size and |S| is the strain rate150

expressed as in equation (4).151

|S| = (2SijSij)
1/2 (4)

where Sij is the local strain rate defined by equation (5).152

Sij =
1

2

(
∂ui
∂xj

+
∂ui
∂xi

)
(5)

A novel component in the implementation of the subgrid-scale model within153

Fluidity is the anisotropic eddy viscosity tensor [35] defined as in equation (6):154

ντ = 4C2
S

∣∣S∣∣M−1 (6)

where M is the length scale metric from the adaptivity process [36] used155

here to relate eddy viscosity to the local grid size as shown in equation 7.156
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M−1 = V T


h2ζ 0 0

0 h2η 0

0 0 h2ξ

V (7)

with V T and V the rotational transformations to transform from the local157

to the global coordinate systems and (hζ , hη, hξ) the local element sizes. The158

factor of 4 arises because the filter width separating resolved and unresolved159

scales is assumed to be twice the local element size, which is squared in the160

viscosity model. It has been shown that an anisotropic eddy viscosity gives161

better results for flow simulations on unstructured grids [35].162

The transport of a scalar field c (i.e, a passive tracer) in kg/m3 is expressed163

using a classic advection-diffusion equation having a source term as in equa-164

tion (8):165

∂c

∂t
+∇.(uc) = ∇.

(
κ∇c

)
+ F (8)

where u is the velocity vector (m/s), κ is the diffusivity tensor (m2/s) and166

F represents the source terms (kg/m3/s).167

The source term F is expressed by equation (9):168

F =
Qρ

V
(9)
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where Q is a volumetric flow rate expressed in m3/s and V is the volume of169

the source in m3.170

The behaviour of the atmospheric boundary layer in Fluidity is represented171

using a turbulent inlet velocity based on a synthetic eddy method [37, 38].172

The turbulent inlet velocity is controlled by: the turbulence length scales pro-173

files (Lu, Lv, Lw), the mean velocity profiles (u, v, w) as well as the Reynolds174

stresses profiles (u′u′, v′v′, w′w′).175

The need for combining the LES approach with adaptive meshes has been176

tackled as a way of overcoming the large range of length scales that exist in177

turbulent flows [39]. The challenge of combining the LES approach with 3D,178

adaptive, unstructured meshes was first undertaken and implemented within179

the Fluidity software [36, 35, 27]. Hence, one of the key and innovative as-180

pects of Fluidity is its mesh-adaptivity capability on unstructured meshes.181

The adaptivity process allows: (i) the addition or reduction of the number182

of nodes and elements, leading subsequently to refining or coarsening of the183

mesh depending on the area of interest; (ii) smoothing of the mesh by mov-184

ing nodes whilst keeping the overall number of elements and nodes the same.185

A-posteriori error estimates are made, aiming at certain targets for error [27].186

Adaptivity options can be field-specific, i.e. different computed fields can be187

configured with their own specific adaptivity options. This process allows188

to have fine mesh in region where small-scale and important physical pro-189

cesses occur, while keeping a coarser mesh elsewhere, and then allowing to190
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considerably reduce the total computation time [36].191

2.2. Data Assimilation192

Let n be a fixed time level and let cn be the state variable c as described in193

equation (8) at the fixed time level n. Let vn be an observation of the state194

variable at time n and let consider a mapping H as in equation 10.195

H : cn 7→ vn. (10)

Let dn = vn − H(cn) be the misfit. In this section, we introduce a Data196

Assimilation process in which the solution of the forecasting model (Fluidity)197

obtained from equation (8) is combined with information provided by a wind198

tunnel experiment in order to improve the accuracy of the solution cn, i.e. to199

reduce dn. The aim of the Data Assimilation problem is to find an optimal200

trade-off between the prediction made based on the Fluidity system state201

cn (background) defined in equation (8) and the available observation vn202

provided by the wind tunnel.203

For a fixed time step n, given cn and vn, the DA process consists in finding204

cDA as an inverse solution of equation (11) subject to the constraint given205

by equation (12).206

vn = H
(
cDA

)
, (11)
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cDA = cn. (12)

Since H is typically rank deficient, the equation (11) is an ill-posed inverse207

problem [40, 41]. The Tikhonov formulation [42] leads to an unconstrained208

least squares problem, where the term in equation (12) provided by Fluidity209

ensures the existence of a unique solution of equation (11). The DA process210

can be then described as following [43]:211

cDA = argminc
{
‖c− cn‖2B−1 + ‖vn −H (c) ‖2R−1

}
(13)

where R and B are the observation and model error covariance matrices212

respectively defined by equation (14) and equation (15):213

R := σ2
0I (14)

with 0 ≤ σ2
0 ≤ 1 representing the variance value of the distribution of the214

instruments errors and I the identical matrix;215

B = VVT (15)

where B is the background error covariance matrix as defined in Definition 1216

associated with the state c since the true state will differ from the simulated217
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state by random or systematic errors.218

Definition 1 (Variance-Covariance Matrix). Let X be a matrix of measure-219

ments of pv physical variables at spatial locations D = {xj}j=1,...,np for a220

correlation time window [0, T1] = {τk}k=1,...,M :221

X =


X1

...

XNP

 ∈ <NP×M (16)

where each of NP row is a time series for a given location and NP = [pv]·np.222

Let’s assume that each row Xi of X has a mean E[Xi] = {mi}i=1,...,NP and223

let’s define m = (mi)i=1,...,NP . Hence, the deviation matrix is:224

V = X−m ∈ <NP×M , (17)

If each vector Xi has a distribution with probability density function P , then225

the expected value of Xi is defined by:226

E(Xi) =
1

M − 1

∑
j=1,...,M

xijP (Xj) . (18)

The variance-covariance matrix B ∈ <NP×NP of X (equation (19)) is then227

defined via the expected value of the outer product:228

B = VVT . (19)
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If equation (13) is linearised around the background state [44], it yields:229

c = cn + δc (20)

where δc = c − cn denotes the increments. The DA problem can then be230

re-formulated by the following form:231

δcDA = argminδc

{
1

2
δcTB−1δc+

1

2
(Hδc− dn)TR−1(Hδc− dn)

}
(21)

where232

dn = vn −H (cn) (22)

is the misfit between the observation and the solution computed by Fluidity233

and234

H (c) ' H (cn) + Hδc (23)

denotes the linearised observational and model operators evaluated at c = cn235

where H is the Hessian of H.236

In equation (21), the minimisation problem is defined on the field of incre-237

ments [45]. In order to avoid the inversion of B, as B = VVT (see equa-238

tion (19)), the minimisation can be computed with respect to a new variable239

w = V+δc [44], where V+ denotes the generalised inverse of V, yielding to:240
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wDA = argminw

{
1

2
wTw +

1

2
(HVw − dn)TR−1(HVw − dn)

}
(24)

As the background error covariance matrix is ill-conditioned [41], in order241

to improve the conditioning, only Empirical Orthogonal Functions (EOFs)242

of the first largest eigenvalues of the error covariance matrix are considered.243

Since its introduction to meteorology by Edward Lorenz [46], EOFs analysis244

has become a fundamental tool in atmosphere, ocean, and climate science for245

data diagnostics and dynamical mode reduction. Each of these applications246

exploits the fact that EOFs allow a decomposition of a data function into a247

set of orthogonal functions, which are designed so that only a few of these248

functions are needed in lower-dimensional approximations [47]. Furthermore,249

since EOFs are the eigenvectors of the error covariance matrix [48], its con-250

dition number is reduced as well. Nevertheless, the accuracy of the solution251

obtained by truncating EOFs exhibits a severe sensibility to the variation252

of the value of the truncation parameter, so that a suitably choice of the253

number of EOFs is strongly recommended. This issue introduces a severe254

drawback to the reliability of EOFs truncation, hence to the usability of the255

operative software in different scenarios [48, 49]. In this paper, we set the256

optimal choice of the truncation parameter as a trade-off between efficiency257

and accuracy of the DA algorithm as introduced in [22].258

The Optimal 3DVar data assimilation model as implemented in this paper is259

summarised in Algorithm 1.260
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Algorithm 1 : A VarDA algorithm to assimilate Wind Tunnel data into
Fludity.

1: Input: α, {vk}k=0,...,m, cM0
2: Define H
3: Compute dk ← v −HcM0 . compute the misfit
4: Define R starting from the wind tunnel data v
5: Compute V . deviance matrix defined in (17)
6: Compute Vτ = EOFs(V, τ) . reduced space computed by EOFs
7: Define the initial value of δuDA

8: Compute w ← V+
τ δc

DA . from the physical to reduced space
9: repeat . start of the L-BFGS steps

10: Compute J ← J(w)
11: Compute gradJ ← ∇J(w)
12: Compute new values for w
13: until (Convergence on w is obtained) . end of the L-BFGS steps
14: Compute δcDA ← Vτw . from the reduced to physical space
15: Compute cDA ← cM0 + δcDA

3. Case Set-up261

Initial validations of Fluidity have already been reported in which compar-262

isons of velocity, mean pollutant concentration predictions and surface pres-263

sures with wind tunnel data were carried out [11, 12, 13, 15, 35]. How-264

ever, comparisons between experiments and simulations are most of the time265

plagued by discrepancies. In [12], the comparison of mean pollutant concen-266

trations at 81 detector locations was carried out and it was observed that267

the errors between simulations and measurements ranged between 3% to over268

50%. Thereby, the same test case than in [12] is used in this paper and is269

coupled with the Optimal Three Dimensional Variational (3DVar) data as-270

similation model presented in Section 2.2 (and fully described in [22]) in order271
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Building Height (cm)
N 14.28
1 13.15
2 12.38
3 11.52
4 3.15
5 9.71
7 12.28

Table 1: Buildings heights, used in the LES simulation, based on the wind tunnel config-
uration. The buildings labels refer to the ones given in Figure 1b.

to improve the accuracy of the results predicted by Fluidity.272

3.1. Geometry273

A 7-buildings configuration is considered in this paper as shown in Figure 1.274

The buildings represent a real, small neighbourhood area in central London,275

UK (51◦30’00.0”N, 0◦12’00.9”W), at the scale of 1:200 (wind tunnel scale).276

The heights of the seven buildings are given in Table 1, where the labels of277

each building refer to the ones given in Figure 1b.278

3.2. Wind tunnel data279

A set of experiments were carried out at the EnFlo wind tunnel [12] for280

the 7-buildings configuration (Figure 1a). The geometry represented is at281

1:200 scale. The experiments were carried out in a fully developed, 1m-deep,282

simulated atmospheric boundary layer with a reference wind velocity Uref283

of 2 m/s. The experimental atmospheric boundary layer represents neutral284

18



(a) Wind tunnel set-up

(b) CFD Computational Domain

Figure 1: The 7-buildings configuration (a) in the wind tunnel experiment and (b) in the
CFD simulation. In (b) the location of the source is denoted by the red sphere at the top
of Building N and the wind direction is shown by the blue arrows.
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atmospheric conditions and is initiated by a set of Irwin spires (vorticity-285

generators) at the inlet of the wind tunnel working section, with roughness286

elements on the floor to maintain the surface roughness condition. The sur-287

face roughness length z0 and the friction velocity u∗ are equal to 1.5 mm288

and 0.057 m/s, respectively, with u∗ being the air velocity at the edge of the289

boundary layer.290

A passive tracer (propane) was emitted from a horizontal source, having a291

diameter of 20 mm, above Building N (Figure 1b) at 15.08 cm height from292

the ground of the test section, i.e 0.8 cm above Building N (having an height293

of 14.28 cm). It has to be noted that the source is not centred on the294

top of Building N. The tracer release flow rate in experiments was equal to295

QWT = 2.4×10−7m3/s. The assumption could be made that there is no den-296

sity difference between the emission gas and the surrounding fluid (air) [50].297

Indeed, the propane gas (the trace gas) is diluted into the surrounding air298

such that the percentage proportion of propane/trace gas ranges between299

0.99% to 2.1% of the total released gas. This mixture is considered neu-300

trally buoyant and is released at a point source. These proportions and301

this gas are commonly used in wind tunnel experiment as non-reactive and302

non-depositing tracer gas, so that it disperses as a passive tracer in the303

flow [50, 13]. Due to the large amount of air mass, it is considered that the304

trace particle number is small so that the trace particles do not significantly305

influence the density. The density of the emission is then considered to be306

the same as of the surrounding air.307
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Mean tracer concentrations were measured using Combustion Fast Flame308

Ionisation Detectors (FFIDs) carried on a three-dimensional traverse system309

and each point measurement is an average over an acquisition period of 2310

minutes. Measurements were taken for varying wind directions and model311

configuration, however only one configuration and one wind direction is con-312

sidered in this paper. The tracer concentration was obtained at 738 different313

locations, located downstream the source.314

Figure 2 shows the inflow profiles of the velocity, the Reynolds stresses and315

the turbulence length scales used in the wind tunnel experiment, where the316

reference height Href is the boundary layer height and Uref the reference317

velocity. The Reynolds number based on the mean building height Hmean =318

10.9cm is approximately equal to 1.4× 104.319

3.3. The LES Computational set-up320

The Fluidity-LES software was used to model the flow field and the passive321

tracer concentrations within the 7-buildings configuration. The dimensions of322

the computational domain covered a volume of 5.0 m×2.0 m×3.0 m (x×y×z323

-direction) as shown in Figure 1b, allowing a relatively long-development324

section for the formation of a deep boundary layer in the LES simulation.325

The blockage ratio is equal to 2.3%, below the maximum value recommended326

of 3% [51, 52]. The height, the width and the length of the domain are more327

than 5 times higher than the taller building (Building N) and/or the diameter328
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(a) Velocity profiles

(b) Reynolds stresses profiles (c) Length scale profiles

Figure 2: Inflow profiles of the three components of (a) the velocity, (b) the Reynolds
stresses and (c) the turbulence length scales used in both the wind tunnel experiments
and the CFD simulations. Href is the boundary layer depth and Uref is the reference
velocity.
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of the buildings area, hence following the guidance rules for CFD in urban329

environment [51, 52].330

The location of the inlet and the outlet of the domain are shown in Fig-331

ure 1b. A turbulent velocity is prescribed at the inlet, based on a synthetic332

eddy method [37] and the blue arrows in Figure 1b shows the wind direction.333

The wind direction is directly perpendicular to the front façades of Buildings334

1, 2 and N. The mean velocities, the turbulence length scales as well as the335

Reynolds stresses profiles are set-up using the profiles provided by the wind336

tunnel experiments as shown in Figure 2. In a real urban dispersion prob-337

lem, wind direction and velocity are constantly changing, however this is not338

taken into account here as the application is proposed for wind tunnel test339

cases only. Indeed, in wind tunnel, the experiments are done in controlled340

environments where the wind direction and velocity are fixed. The down-341

stream boundary (outlet) is left as pressure boundary, whilst the remaining342

boundary conditions consisted of: (i) the “no slip” condition for the solid343

walls of buildings and “floor” of the domain, and (ii) the “slip/no shear”344

condition for the free surfaces (sides and top of the domain).345

The emission source was placed at the top of the central building, i.e Building346

N, at the same location and height than in the wind tunnel as shown by347

the red sphere in Figure 1b. The diameter of the source is equal to 20348

mm and the diffusion coefficient of propane in an excess of air is set to349

1×10−5m2/s. The propane is considered as non-reactive and non-depositing350
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tracer gas [50]. Thus, the propane emission in the simulations is considered351

as a passive tracer, i.e. no density effect/variation with the surrounding fluid352

and travel with the air flow velocity such that the classic advection-diffusion353

with a source term (equation 8) is used. The source term F , expressed by354

equation (9), is set equal to F = 1kg/m3/s, leading to a volumetric flow355

rate QF equal to 2.5 × 10−6m3/s, i.e. one order of magnitude higher than356

in experiments. In order to be compared, the concentration c from wind357

tunnel experiment and the ones obtained from Fluidity, the concentrations358

are commonly normalised using equation (25) [53, 54]:359

c∗ =
cUrefH

2
mean

Q
(25)

where c∗ is the normalised concentration, Uref is the reference velocity (m/s)360

at the top of the boundary layer and Hmean is the mean building height.361

Uref and Hmean are the same in both experiment and simulation. Hence, the362

concentrations from the wind tunnel cWT are converted into their equivalent363

“Fluidity” values vn using equation (26):364

vn = cWT
QF

QWT

(26)

where QF and QWT stand for the volumetric flow rate in Fluidity and in365

wind tunnel, respectively. In the DA process, this modified wind tunnel366

concentration corresponds to the observed data, i.e vn.367
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All the equations are solved using second order schemes in time and space.368

The NS equations are discretised using a continuous Galerkin discretisa-369

tion, while the advection-diffusion is discretised using a second order upwind370

scheme. An adaptive time step is used and the CFL number is equal to 0.9,371

leading to an average time step equal to 1×10−3, while the Crank-Nicholson372

scheme is used for the time discretisation. Note that the time step is not373

constant in the simulation because of the use of mesh adaptivity. Absolute374

and relative convergence errors were set to 10−12 and 10−7, respectively for375

all fields (pressure, velocity and tracer).376

3.4. Mesh adaptivity and Supermesh377

For the LES simulation presented in this work, field-specific adaptivity op-378

tions were assigned to the velocity field and the tracer field. For both fields,379

mesh resolution was also controlled by specifying the maximum and the min-380

imum sizes of the elements in the domain. They are respectively taken equal381

to 1 cm and 15 cm. Moreover, to resolve the source, the mesh is locally382

controlled around the source location by setting the minimum edge length to383

be 3 mm, and allowing the maximum element size to be 4 mm. The mesh384

was adapted every 15 time steps, and anisotropic gradation was also allowed385

in the simulation. The maximum number of nodes was set to 400,000. An386

example of the adaptivity effect on the computational mesh can be seen in387

Figure 3 for the instantaneous tracer field on two horizontal planes. The res-388

olution of the mesh is fine near the inlet to capture accurately all the eddies389
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coming into the domain: this is a direct effect of the mesh adaptivity. It has390

to be noted that the mesh is changing every 15 time steps, and the meshes391

shown in Figure 3 is an example of instantaneous mesh.392

In order to compute B, the background error covariance matrix, (equa-393

tion (15)), the number of nodes in the mesh has to be “fixed”, i.e always394

the same at every time step. Thereby, Fluidity is running with mesh adap-395

tivity for 34 sec (real time), which is sufficient for the flow statistics to reach396

a quasi-steady state. From this point onwards, the mesh obtained has a min-397

imum and maximum edge lengths equal to 1.4 mm and 25 cm, respectively;398

while the number of nodes in the mesh is equal to 170,775. This mesh will399

be referred as the supermesh in the following and is shown in Figure 3. The400

supermesh is considered as an optimal mesh, as the simulation has run long401

enough to have fine elements in areas where important physical processes402

occur repeatedly. Fluidity results are then projected onto that supermesh in403

order to compute B, the background error covariance matrix, (equation (15)).404

It has to be mentioned that this process (projection of all data) has to be405

done only once, as B has to be computed only once. The mesh adaptivity406

process can then be used normally when Fluidity is running: the projection407

of Fluidity data onto the supermesh is then done only for the time step at408

which observed data want to be assimilated.409

The wind tunnel data vn, i.e the observed data, has also to be projected on410

the supermesh. The location of sensors in wind tunnel does not necessarily411
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(a) z = 6.5 cm

(b) z = 14.8 cm

Figure 3: Instantaneous tracer concentration, i.e. pollutant concentration, at t = 34 sec
for horizontal planes (xOy) at heights (a) z = 6.5 cm and (b) z = 14.8 cm, obtained
from Fluidity. The mesh shown in these figures also corresponds to the mesh used as
the supermesh. The tracer concentration ranges between 0kg/m3 (blue colour) and 1 ×
10−4kg/m3 (red colour).
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lie on a supermesh node. Therefore, using interpolation method, the sensor412

value is distributed to the four nodes of the tetrahedron in which lies the413

sensor. As one mesh node can be part of several tetrahedrons in which lie414

different sensors, the number of nodes in the mesh where sensors data are415

assigned is smaller than four times the number of sensors. This process leads416

to a number of nodes equal to 1391, i.e. values from wind tunnel experiments417

are assigned to 1391 nodes in the supermesh.418

4. Results and Discussion419

A comparison between Fluidity results and wind tunnel data for 81 detec-420

tors was carried out in [12], with differences/errors between simulations and421

measurements ranging between 3% to over 50%. The results presented here422

aim to reduce these errors using the DA method described in Section 2.2. In423

this section, 1391 observation points, located downstream of the pollutant424

source, are considered and their locations are shown in Figure 4.425

4.1. Accuracy evaluation426

The accuracy of the DA results are evaluated using:427

• the absolute error428

E(c) = |c− vn| (27)
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(a) (b)

Figure 4: Location (blue dots) of the sensors in the domain. Five groups of sensors can be
identified, based on their distances from the source. The red sphere denotes the location
of the source.

• the mean squared error429

MSE(c) =
‖c− vn‖L2

‖vn‖L2

(28)

where c is either cn the Fluidity concentration at time step n or cDA the430

corrected concentration using DA (Algorithm 1) and vn is the wind tunnel431

observed data.432

Figure 5 shows the values of the absolute errors E(cn) and E(cDA) on three433

different slices: through the oriented planes (xOy), (xOz) and (yOz). After434

the DA process, the absolute error is visibly reduced by almost one order435

of magnitude everywhere in the domain. The absolute error E(cn) ranges436

between 1×10−5 and 3×10−6, with error values decreasing as the distance in437

the y-direction from the source increases (Figure 5e). After the DA process,438

the absolute error E(cDA) becomes lower than 2.5 × 10−6 at every sensor439

location.440
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(a) E(cn) Plane (yOz) (b) E(cDA) Plane (yOz)

(c) E(cn) Plane (xOz) (d) E(cDA) Plane (xOz)

(e) E(cn) Plane (xOy) (f) E(cDA) Plane (xOy)

Figure 5: Values of the absolute error E(c) (equation (27)) through three slices: through a
plane (xOy), a plane (xOz) and a plane (yOz). The absolute errors shown are computed
before (E(cn)) and after (E(cDA)) the assimilation process. The scale of E(c) ranges
between 0 (blue colour) and 1 × 10−5 (red colour) in all sub-figures. The black sphere
denotes the source location.
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Figure 6a shows the variation of the mean squared errors MSE(cn) and441

MSE(cDA) as a function of the number of assimilated observations. The442

MSE(cn) does not depend on the number of observations and is then con-443

stant and equal to 3.749. MSE(cDA) decreases as a function of the number444

of observations, reaching a value of 5.6× 10−3 for 1391 observations assimi-445

lated: the DA process allows a reduction of the mean squared error by almost446

three order of magnitudes. MSE(cDA) is reduced by one order of magnitude447

(3.75 × 10−1) and two order of magnitudes (3.75 × 10−2) assimilating 722448

and 1312 observations, respectively. Moreover, MSE(cDA) is approximately449

divided by two for 164 observations assimilated. Indeed, as shown in Fig-450

ure 6a, while the number of observations starts to increase, the MSE(cDA)451

firstly decreases very sharply, exhibiting a value of 6.7×10−1 for 400 number452

of observations. After what, the MSE(cDA) continues to be reduced as the453

number of observations raises, but less quickly. The observed values vn are454

assimilated in “ascending order” in terms of distance from the source, i.e from455

the sensor being the closer of the pollutant source to the sensor being the456

farthest. In other words, during the assimilation process, while the number457

of observations increases, more and more sensors located far way from the458

source are taken into account. The trend of MSE(cDA) shown in Figure 6a459

tends to highlight that the closest sensors have an higher impact on the error460

reduction.461

A scatter plot of the computed concentrations cn and cDA (using 1391 obser-462

vations) as a function of the observed data vn is shown in Figure 6b. Ideally,463
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(a) MSE(c) at n. (b) c at n.

Figure 6: Values of (a) the mean squared error MSE(c) (equation (28)) as a function of the
number of assimilated observations and (b) the pollutant concentration c as a function of
the wind tunnel data vn (logarithm scale for both axis). In (b), the black line corresponds
to the ideal matching between data and cDA is obtained assimilating 1391 observations.
Results at n, i.e before re-running Fluidity.

values should match the black line shown in Figure 6b. However, Fluidity464

concentration cn are spread above and below it (blue dots in Figure 6b) with465

a tendency of larger spread towards low concentrations. After using the DA466

process, the corrected concentrations cDA exhibit an obvious better agree-467

ment with wind tunnel data (red dots in Figure 6b), with corrected values468

much closer to the ideal matching (black line). The DA process performs very469

well in correcting Fluidity results for high concentrations, i.e concentrations470

higher than 1×10−5kg/m3; while, even if obviously a better agreement exists,471

small discrepancies still subsist for lower concentrations, i.e. concentrations472

lower than 1× 10−5kg/m3.473

32



4.2. Impact of DA on Fluidity results474

In this section, the impact of DA on Fluidity results are discussed: the475

corrected concentrations cDA are used to re-run Fluidity such that these new476

values are used as initial condition for the tracer.477

Let Mn,n+i denote the Fluidity software from the time step n to the time478

step n+ i such that cn+i = Mn,n+i(c). The mean squared error at time step479

n+ i is then defined as in equation (29):480

MSE(Mn,n+i(c)) =
‖Mn,n+i(c)− vn+i‖L2

‖vn+i‖L2

(29)

where c is either cn the Fluidity concentration at time step n or cDA the481

corrected concentration using DA (Algorithm 1) and vn+i is the wind tunnel482

observed data.483

Figure 7a shows the variation of the mean squared errors MSE(Mn,n+1(c
n))484

and MSE(Mn,n+1(c
DA)) obtained after re-running Fluidity for one more time485

step. As for MSE(cn), MSE(Mn,n+1(c
n)) does not depend of the number486

of observations and is equal to 3.747. Figure 7a confirms that the error487

MSE(Mn,n+1(c
DA)) also decreases as the number of observed data increases488

with almost the same trend than the reduction of MSE(cDA). For 1391489

observations, MSE(Mn,n+1(c
DA)) is equal to 8.7 × 10−2, i.e the error is re-490

duced by two order of magnitudes compared to MSE(Mn,n+1(c
n)). It has491

to be noted that the minimum value of MSE(Mn,n+1(c
DA)) is one order of492
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magnitude higher than the minimum of MSE(cDA): this is not surprising as493

the Fluidity software Mn,n+1 introduces intrinsically new errors. Notewor-494

thy values can be mentioned: as for MSE(cDA), the error is almost divided495

by two for 164 observations assimilated (MSE(Mn,n+1(c
DA)) = 1.95) and496

MSE(Mn,n+1(c
DA)) is reduced by one order of magnitude (3.7× 10−1) when497

742 observations are considered.498

Fluidity is re-run for 200 more time steps in order to see how the reduc-499

tion in error gained by the DA process at time step n propagates into the500

model through time. The values of MSE(Mn,n+i(c)) as a function of the501

time step i is shown in Figure 7b. MSE(Mn,n+i(c
n)) slightly changes over502

time but stays however more or less constant with an average value of 3.724.503

MSE(Mn,n+i(c
DA)) increases while the time step increases, tending to reach504

the value of MSE(Mn,n+i(c
n)) after a long enough time: this behaviour is505

expected as the model introduces new errors. This is because the physical506

system does not change after the assimilation process as this only affects507

the state, the boundaries and initial conditions. These are errors intrinsic508

to the forecasting model problem which propagate on time steps. These are509

the approximation errors introduced by the linearisation, the discretisation,510

the model reduction... These occur when infinite-dimensional equations are511

replaced by a finite dimensional system (that is the process of discretisa-512

tion), or when simpler approximations to the equations are developed (e.g.,513

by model reduction). Finally, given the numerical problem, the algorithm is514

developed and implemented as a mathematical software. At this stage, the515
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(a) (b)

Figure 7: Values of the mean squared error MSE(Mn,n+i(c)) (equation (29)) after re-
running Fluidity. (a) Variation of MSE(Mn,n+1(c)) as a function of the number of assim-
ilated observations for i = 1, i.e after one time step. (b) Variation of MSE(Mn,n+i(c)) as
a function of the time step i. cDA is obtained assimilating 1391 observations.

inevitable rounding errors introduced by working in finite-precision arith-516

metic occurs. These errors cannot be controlled but, after few time steps,517

the DA process can be run again to maintain the forecasting error under518

a fixed value. It can be observed that the error MSE(Mn,n+i(c
DA)) stays519

smaller than MSE(Mn,n+i(c
n)) for the 200 time steps shown in Figure 7b,520

highlighting that the reduction in error gained with the use of DA travels521

through the model and then benefit positively to the accuracy of the results522

predicted by Fluidity. In particular, the error MSE(Mn,n+31(c
DA)) at time523

step i = 31 still exhibits a value twice smaller than MSE(Mn,n+31(c
n)), with524

a value equal to 1.86.525

Figure 8 shows a scatter plot of the computed concentrations Mn,n+i(c
n)526

and Mn,n+i(c
DA) (using 1391 observations) as a function of the observed527

data vn+i for i equal to 1, 20, 50, 100 and 200. Figure 8 shows how the528
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pollutant concentration at sensors location evolves through time. It can be529

seen thatMn,n+i(c
DA) deviates from the ideal values (black line) starting from530

the highest concentrations, i.e. concentrations higher than 1 × 10−4kg/m3,531

as shown in Figure 8a. The model tends to recover the higher computed532

concentrations very quickly through time. Then, the points having medium533

concentration, ranging between 1× 10−4kg/m3 and 1× 10−6kg/m3, start to534

deviate from the ideal values as i increases, but still keeping a reasonable535

spread (Figure 8b, Figure 8c and Figure 8d). Finally, at time step i = 200,536

the benefit of DA has more or less vanished and the values Mn,n+200(c
DA) tend537

to recover the ones obtained from Mn,n+200(c
n) (Figure 8e). An interesting538

point that can be noted from Figure 8 is that the positive impact and benefit539

introduced by the DA process for sensors where the concentration was under-540

estimated by Fluidity is preserved through time, i.e the impact is clear even541

after 200 time steps (Figure 8e).542

4.3. Location of assimilating sensors543

The values of the mean squared errors MSE(cDA) and MSE(cn) are here544

used to choose an optimal sensors positions which add a positive benefit when545

they are assimilated: a trade-off between the number of sensors available in546

reality and the gain obtained from the DA process has to be considered.547

Several tests were performed to find the optimal sensors positioning and548

the cases considered are summarised in Table 2. As a reminder and for549

comparison, MSE(cn) is equal to 3.749.550
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(a) n + 1. (b) n + 20.

(c) n + 50. (d) n + 100.

(e) n + 200.

Figure 8: Values of Mn,n+i(c) as a function of the wind tunnel data vn+i at time steps (a)
i = 1, (b) i = 20, (c) i = 50, (d) i = 100 and (e) i = 200. The black lines correspond to the
ideal matching between data. cDA is obtained assimilating 1391 observations. Logarithm
scale is used for all axis.
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Test Sensors
location

Number of
observations

MSE(cDA)

Group 1 Figure 4 341 1.13
Group 2 Figure 4 194 3.63
Group 3 Figure 4 300 3.71
Group 4 Figure 4 283 3.73
Group 5 Figure 4 273 3.746

High concentration
cn ≥ 1.5× 10−4kg/m3

Figure 10a 140 3.89× 10−1

Low concentration
cn ≤ 1.5× 10−6kg/m3

Figure 11a 295 3.746

Group 1 +
High Concentration
cn ≥ 1.5× 10−4kg/m3

Figure 12a 425 3.16× 10−1

Table 2: Summary of the cases considered to propose an optimal sensor positioning. As
a reminder and for comparison, MSE(cn) is equal to 3.749.

As a first attempt, as it can be seen in Figure 4, five different groups of551

sensors can be identified, based on their distances from the source location.552

Hence, every sensors group is assimilated separately in order to highlight553

and quantify their impacts on MSE(cDA): results are shown in Table 2 and554

Figure 9. Assimilating sensors in Group 1 divides the error MSE(cDA) by555

two compared to MSE(cn), while assimilating any other sensors group lead556

to a very poor, to not say negligible, reduction in error. As shown in Figure 9,557

Group 1 is also almost the only one having a positive impact on reducing558

the spread observed at low concentrations (spread compared to ideal values,559

i.e. black line). It is then obvious that sensors near the source should be560

prioritised in order to improve the accuracy of Fluidity.561

The next two tests considered are as follows: only sensors having the high-562
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(a) Group 1 (b) Group 2

(c) Group 3 (d) Group 4

(e) Group 5

Figure 9: Values of the pollutant concentration c as a function of the wind tunnel data vn.
Value of cDA are obtained assimilating different group of sensors from (a) Group 1, the
closest to the source to (e) Group 5, the farthest from the source. For the group labels,
see Figure 4. The black lines correspond to the ideal matching between data. Logarithm
scale is used for all axis. Data obtained at n, i.e before re-running Fluidity.

39



est Fluidity concentrations (cn ≥ 1.5 × 10−4kg/m3) are assimilated, then563

only the ones having the lowest concentrations (cn ≤ 1.5 × 10−6kg/m3) are564

considered. Figure 10a and Figure 11a show the locations of the 140 observa-565

tion points having the highest concentrations and the 295 observation points566

having the lowest concentrations, respectively. Not surprisingly, the high567

concentrations are located downstream and in the alignment of the source.568

Results of MSE(cDA) are reported in Table 2. The error is reduced by569

one order of magnitude if the higher concentrations locations are assimilated570

(MSE(cDA) = 3.89×10−1), while assimilating the 295 lowest concentrations571

locations lead to a non-significant reduction of error (MSE(cDA) = 3.746).572

Even if the number of assimilated sensors is twice higher, the error is not573

significantly reduced when assimilating low concentrations. Looking at the574

scatter plots in Figure 10b and Figure 11b, cn exhibit a large spread around575

the ideal value (black line) for low concentrations and assimilating them576

sounds a legitimate choice. However, the higher concentrations play a more577

determining role in the model error and should then be preferred as location578

for sensors. Moreover, talking about air pollution in general, the spots of579

high concentration are usually of primary interest and are the ones that need580

to be accurately predicted.581

The last test proposed, as an ultimate optimised case, consists in assimilat-582

ing sensors located near the source, i.e. in Group 1, as well as the sensors583

exhibiting the highest concentrations only (cn ≥ 1.5 × 10−4kg/m3) for all584

the other groups. This case leads to 425 observation points as shown in Fig-585
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(a) (b)

Figure 10: (a) Location of the sensors assimilated, i.e. the 140 sensors exhibiting the higher
Fluidity concentrations (cn ≥ 1.5 × 10−4kg/m3). The red sphere denotes the location of
the source. (b) Values of the pollutant concentration c as a function of the wind tunnel
data vn when the highest concentrations are assimilated. The black line corresponds to
the ideal matching between data.

(a) (b)

Figure 11: (a) Location of the sensors assimilated, i.e. the 295 sensors exhibiting the lower
Fluidity concentrations (cn ≤ 1.5 × 10−6kg/m3). The red sphere denotes the location of
the source. (b) Values of the pollutant concentration c as a function of the wind tunnel
data vn when the lowest concentrations are assimilated. The black line corresponds to the
ideal matching between data.
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ure 12b. Table 2 and Figure 12 show the results for this optimised case: the586

MSE(cDA) is equal to 3.16 × 10−1. Compared to the value obtained when587

assimilating only the highest concentration location (3.89 × 10−1), adding588

sensors in Group 1 in the assimilation process brings a relatively small im-589

provement of results. However, looking at Figure 12b, this set of sensors590

positioning remains the optimal one in terms of error reduction: the higher591

concentrations are properly corrected, thus decreasing the MSE; while the592

discrepancies seen at low concentrations are satisfyingly reduced. Hence,593

the optimal sensors locations recommended to improve the accuracy of Flu-594

idity results is a trade-off between being close to the source independently595

of the concentration values and being in region where the concentration is596

high. In this particular optimal case, 425 observations points are used: as597

the wind tunnel data are projected onto the supermesh, this approximately598

corresponds to 106 wind tunnel sensors. Compared to the 738 points data599

provided by the experiment, only 14% of the data need to be used to improve600

the accuracy of Fluidity.601

5. Conclusion602

In this paper an Optimal Three Dimensional Variational (3DVar) data as-603

similation model to reduce the discrepancy between CFD results and wind604

tunnel data in terms of pollutant concentration prediction in urban envi-605

ronment was presented. Wind tunnel experiments were performed in the606
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(a) (b)

Figure 12: (a) Location of the optimal sensors assimilated, i.e. 425 sensors (Group 1)
and sensors having high Fluidity concentrations (cn ≥ 1.5×10−4kg/m3)). The red sphere
denotes the location of the source. (b) Values of the pollutant concentration c as a function
of the wind tunnel data vn when the optimal sensors are assimilated. The black line
corresponds to the ideal matching between data.

EnFlo Meteorological Wind Tunnel and the forcasted model was Fluidity,607

an open-source CFD software using mesh adaptivity. The mesh adaptivity608

technology was used during CFD simulations and then generate an optimal609

supermesh. The supermesh was used in the variational DA process, as well610

as to interpolate the Wind Tunnel data.611

The improvement of Fluidity accuracy, in terms of pollutant concentration612

prediction, was discussed using the absolute errors, the mean squared errors613

and scatter plots. Using the DA process presented in this paper, the error in614

the results between Fluidity and wind tunnel data can be reduced by three615

order of magnitudes if all the wind tunnel sensor values are assimilated. It616

has been shown that this reduction in error gained using DA is preserved by617

the model Fluidity and its benefit can still be observed through several time618
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steps. In particular, it has been observed that high concentration are the one619

deviating quickly from ideal values, while corrections on low concentrations620

are fully preserved through time.621

Finally, an optimal sensors location were proposed taking into account the622

improvement of Fluidity accuracy while having a limited number of wind623

tunnel sensors. The optimal sensors locations is a trade-off between being624

close to the source independently of the concentration values and being in625

regions where the concentration is high. In the particular case presented in626

this paper, which used 738 points data from the wind tunnel experiment,627

only 14% of the data points were needed to reduce the errors by one order628

of magnitude and improve the accuracy of results predicted by Fluidity in629

terms of pollutant concentration.630
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