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Abstract 

 Plasma-based sputtering is extensively employed to fabricating thin film Transparent Conductive 
Oxides (TCOs), a category of semiconducting material used for a wide variety application from flat panel 
display to energy harvesting devices. Methods of evaluating the plasma i.e. glow discharge has been 
greatly studied requiring complex theoretical physics which is not viable for applied/materials scientist 
who frequently use this method of deposition at an operational level.  

The aim of the project was to explore new methods of characterizing the plasma sputtering process 
to evaluate the possibility of simplifying the monitoring and assessment of the sputtering process. The 
first method involved monitoring the RF-based plasma sputtering process through optical spectroscopy 
and characterizing the discharge based on its specific colour. The 2nd method involved implementing 
Artificial intelligence/Machine learning and feeding the emission spectrum of the plasma extracted from 
an array of depositions to a deep learning model to evaluate the accuracy of predicting not only the 
properties of the deposited TCO film but also the growth process conditions. Implementation of such 
methods pave the way for the design of a digital shadow for plasma-based deposition in the material 
engineering industry. 

Spectral data from the plasma was obtained by placing an in-vacuum collimator optic probe (Plasus) 
which featured a unique honeycomb structure capturing photons whilst simultaneously trapping 
sputtering particles and preventing gradual coating of the collimator’s quartz window. The spectrometer 
was programmed to calculate the area under the peak of the spectral range based on predesignated 
segments of the spectrum. In addition to this, the light collected from the plasma was also guided to a 2nd 
spectrometer (Jeti) that calculates the chromaticity index of the light. 

The colour of the plasma source was deduced based on conventional chromaticity index analysis and 
it was compared to the direct spectral data plots of the emission peaks to investigate the possibility of 
characterizing the plasma based on its specific colour. This technique was demonstrated to be a viable 
potential for evaluating the plasma  in terms of providing information regarding the stability of the plasma, 
chamber pressure and plasma power. A linear relationship between the colour functions and the plasma 
power was observed, while the stability of the sputtering plasma can be assessed based on the plasma 
colour functions. The colour functions also follow a unique pattern when the working gas pressure is 
increased. 

The spectral properties and colour functions of a radio frequency (RF)-based sputtering plasma 
source was also monitored during consecutive sputter deposition of Indium doped zinc oxide (IZO) thin 
films under argon and argon/hydrogen mix. The effect of target exposure to the hydrogen gas on charge 
density/mobility and spectral transmittance of the deposited films was investigated. Consecutive 
exposure to the hydrogen gas during the deposition process progressively affects the properties of thin 
films with a certain degree of continuous improvement in electrical conductivity while demonstrating that 
reverting to only argon from argon/hydrogen mix follows a complex pathway. Preparation of highly 
conductive zinc oxide thin films without indium presence was exhibited eliminating the need for the 
expensive indium addition. 

The complexity of the reactive sputtering of highly conductive zinc oxide thin films in the presence 
of hydrogen at room temperature was investigated.  A hypothesis was put forward regarding importance 
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of precise geometric positioning of the substrate with respect to the magnetron to achieve maximum 
conductivity. The electrical properties of the deposited zinc oxide thins films based on their position on 
the substrate holder relative to the magnetron were examined. 

Machine Learning/Deep learning models were incorporated to examine the accuracy of predicting 
a single feature (sheet resistance) of thin films of indium-doped zinc oxide deposited via plasma sputter 
deposition by feeding the spectral data of the plasma to the deep learning models. It was shown that 
Artificial Neural networks could be implemented as a model that could predict the sheet resistance of the 
thin films as they were deposited, taking in only the spectral emission of the plasma as an input. 

The spectral emission data from the plasma glow of various sputtering targets containing indium 
oxide, zinc oxide, and tin oxide were obtained. These spectral data were then converted into two-
dimensional arrays by implementing a basic array-reshaping technique and a more complex procedure 
utilizing an unsupervised deep-learning technique, known as the self-organizing-maps method. The two-
dimensional images obtained from each single-emission spectrum of the plasma mimic an image that can 
then be used to train a convolutional neural network model capable of predicting certain plasma features, 
such as impurity levels in the sputtering target, working gas composition, plasma power, and chamber 
pressure during the machine operation. It was demonstrated that that the single-array-to-2D-array 
conversion technique, coupled with deep-learning techniques and computer vision, can achieve high 
predictive accuracy and can, therefore, be fundamental to the construction of a sputtering system’s digital 
twin. 
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Chapter 1  Introduction 
 

1.1  Overview 
Transparent Conductive Oxides (TCO) are such type of semiconductors, which have attracted a 

significant amount of attention due to their vast application areas. They are an essential part of various 
optoelectronic devices, such as light emitting diodes (LEDs), thin-film solar cell modules, flat panel displays 
and flexible electronics. Physical vapor deposition (sputtering) under vacuum is one of the proven 
industrial methods of depositing thin films of these materials. During the sputter deposition of materials, 
the sputtering conditions dictate the arrangement of the atoms on the substrate and will ultimately define 
relevant functional parameters of the as deposited material such as bandgap. Researchers who apply this 
technique for TCO preparation usually report their findings by stating the growth condition of the 
sputtering process, such as chamber pressure, plasma power and the gas composition of the chamber 
during deposition. However, the properties of TCO coatings will vary from one sputter system to another 
depending on the dimensions of the chamber, size of the targets and a few other design related issues, 
even if the sputtering conditions are maintained, according to an earlier report. As a result, several trial-
and-error experimental runs will most likely be carried out to refine a particular machine to produce a 
specific desired thin film coating with certain features and functionality. This means that, to fully digitize 
the sputter deposition process, significant constrains will arise. This project focused on studying the 
spectral emissions of the plasma, using them to predict the properties of the thin films deposited as well 
as its corresponding process parameters. Surely the plasma in the sputtering procedure is the core of the 
reaction and fundamental to the deposition of the thin film. The diagnosis of laboratory plasma is typically 
performed by optical emission spectroscopy (OES), through which a number of analytical techniques are 
established to determine certain plasma properties, such as electron density, plasma temperature, 
element recognition and qualification of elements present in the plasma. Such fundamental plasma 
physics-related investigations are complex; extensive expertise, as well as time and effort, are required to 
assess them. 

One tool that can be exploited to digitize the sputter deposition process is Artificial 
intelligence/Machine Learning. This has great potential to generate huge business value in the 
semiconductor industry at all levels, from research & chip design to production through sales. The rise of 
computers alongside Artificial Intelligence (AI) in recent years has had a major impact on science and 
technology and ultimately changing lives and society. The latest advancement of computer technology 
has resulted in the production of high speed computers with high performance graphics cards and 
improved storage, bandwidth and data transaction speed; these have provided the tools and platforms 
to develop, test and implement intelligent systems. A number of AI techniques have evolved over the past 
decade to model the cognitive aspects of human behaviour; these include perception, reasoning, 
communication and learning. The development of more advance technique including Artificial Neural 
Networks (ANNs) and Evolutionary Algorithms (EA), which drew inspiration from the complex functions 
of the brain and the evolution of biological life. Artificial intelligence techniques have significant potential 
applications in various fields; including disaster recover, traffic control, space exploration, business 
management and computer games. The ultimate goal of Artificial Intelligence is to bring about automation 
that are capable of acting reliably on behalf of humans. Such systems would have great advantages in 
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domains where human intervention/errors needs to be minimised. Figure 1.1 shows the significant 
traction gained in Artificial Intelligence in terms of publications and patents since its inception. The 
number of patents in the AI field increased at an exponential rate, surging by an average of 28% a year 
between 2012 and 2017 [1]. 

 

Figure 1.1. Growth of AI patent families and scientific publications. 

 

1.2  Aims & Objectives 
The aim of the project was to explore new methods of characterizing the plasma sputtering process 

to evaluate the possibility of simplifying the monitoring and assessment of the sputtering process. The 
first method involved monitoring the RF-based plasma sputtering process through optical spectroscopy 
and characterizing the discharge based on its specific colour. The 2nd method of evaluation involved 
employing an array of Machine Learning/Deep learning models to accurately predict certain 
characteristics of thin film TCOs deposited via plasma-based sputtering and ultimately create a digital 
shadow for the system. This project aimed to explore implementing an alternative approach in plasma 
diagnostics during the sputter deposition process to assess the qualitative parameters of thin films as they 
were deposited.  

The objective is as follows: 
• Collection of the emission spectra generated from a large number of plasma-based sputter 

depositions 
• Electrical and optical characterization of the resultant TCOs films which includes measuring 

the sheet resistance, resistivity & transmittance. 
• Employing several supervised and unsupervised Machine learning models created by Python 

within a TensorFlow framework library which includes ANN, CNN and SOM. 
• Using the spectral data associated with a deposition and its corresponding characterization 

data (i.e. sheet resistance and resistivity) to train the array of machine learning models  



 3 

• Quantify the predictions of the electrical properties and growth conditions outputted by 
deep learning models (not only for regressions but also classification analysis) by 
implementing various loss functions. 

 

1.3  Structure of thesis 
Chapter 1 is the introduction to the thesis in which discusses the motivation, aim and objectives of 

the research conducted. Chapter 2 provides a literature review & overview of the working principles/key 
mechanisms of Transparent Conductive Oxides; it also presents some historical methods of characterising 
& modelling the glow discharge. Furthermore, a novel and simple approach to characterising the 
discharge was put forward. Following on from this, Chapter 2 presents a brief introduction of artificial 
intelligence and key working principles associated with machine learning and more specifically deep 
learning techniques and it can be implemented to simplify the evaluation of the glow discharge. Chapter 
3 discusses the experimental set-up that was utilised for the fabrication of various TCOs for this research 
project and the array of optical and electrical characterisation techniques used to characterise the thin 
film samples. Chapter 4 explores deeper into the study of the characteristics of plasma in vacuum-based 
deposition systems from a unique perspective; its colour. the stability of the emission characteristics of 
an RF plasma via various statistical analysis methods is investigated.  Chapter 5 presents the preparation 
of highly conductive zinc oxide thin films without indium or aluminium doping and as such eliminating the 
need for the expensive indium addition. Chapter 6 investigates the complexity of the reactive sputtering 
of highly conductive zinc oxide thin films in the presence of hydrogen at room temperature. This chapter 
reports on the importance of precise geometric positioning of the substrate with respect to the 
magnetron to achieve maximum conductivity.  Chapter 7 demonstrates the implementation of deep 
learning models to examine the accuracy of predicting a single feature viz. sheet resistance of thin films 
of indium-doped zinc oxide deposited via plasma sputter deposition by feeding the spectral data of the 
plasma to the deep learning models. Chapter 7 also looks at the conversion of the spectral emission data 
from the plasma glow of various sputtering targets containing Indium Oxide, Zinc Oxide and Tin Oxide into 
two dimensional arrays; this is achieved by implementing basic array reshaping technique and a more 
complex procedure of utilizing an unsupervised deep learning technique. Chapter 8 concludes the 
research project and summarises the findings in each set of experiments and also presents the work 
currently being carried out on the implementation of deep learning techniques on further deposition 
processes such as plasma-based sputtering of indium doped tin oxide (ITO) to further demonstrate the 
power of artificial intelligence. 
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Chapter 2  Literature Review 
 
2.1 Transparent Conductive Oxides 
 
2.1.1 Introduction 
As mentioned, Transparent conducting oxide (TCO) thin films are applied in various optoelectronic 
devices, mobile phone screens, flat panel displays, light emitting diodes and most importantly in the 
fabrication of thin film-based solar cell devices, and plasma sputter deposition is one of the main 
established methods of applying these coatings as reported in various studies [2-8]. The nature of these 
materials brings about adjustments of dual functionality parameters viz. conductivity and transparency, 
which requires complex efforts and understanding for the optimization of various sputtering conditions. 
However, these characteristics are directly related to the complex electronic band configuration of these 
materials and have been a subject of great attention worldwide [9]. A band gap of above 3.3 eV and 
electrical conductivity in the range of 104 S·cm−1 (Siemens per centimetre) are the fundamental aspects of 
such materials. Various oxides behave as TCOs among which indium tin oxide (ITO) is the dominant 
commercial type [10]. Another TCO material of choice is indium zinc oxide (IZO), with applications such as 
transparent electrodes in heterojunction thin film solar cell structures [11-15]. One of the TCO materials 
that has recently gained interest is zinc doped indium oxide (IZO) due to the robust nature of its resistance 
against moisture. The parasitic absorption in TCOs as the front window electrode in solar cell 
configurations such as silicon heterojunctions is a leading factor in undermining cell efficiency. This can 
be resolved by the application of TCO materials that demonstrate high mobility irrespective of their charge 
density [2]. Due to the presence of multiple layers in solar cell designs such as CIGS (Copper Indium Gallium 
di-Selenide, CuInGaSe2) and perovskite devices [3,4], which are sensitive to ambient moisture and 
temperature, deposition of TCO materials at low temperatures is highly desirable, and hence, IZO stands 
as a potential TCO material for these applications.  

 

2.1.2 Electrical Conductivity 
To gain a grasp of the conductivities of the TCOs, a comparison between some of the materials in terms 
of carrier concentration and mobility. The electrical conductivity is a product of carrier concentration n, 
elementary electric charge e, and mobility µ : 

𝜎 = 𝜂𝑒𝜇                    (2.1) 

A typical metal such as Ag possesses a high electrical conductivity because of the high carrier 
concentration in the order ~1023 cm-3 but interestingly the mobility does not stand out among the 
conductors like p-doped Si despite the low carrier concentration of the latter. Even if Si is doped heavily 
with carrier concentrations upwards of 1019 cm-3, the conductivity won’t be as high has an Ag metal 
because of the reduction in mobility by carrier scattering. ITO displays conductivity that is roughly 1/10th 
of that of Ag because of its relatively smaller carrier concentration despite possessing similar carrier 
mobilities [16]. Figure 2.1 shows a plot of various conducting materials and how their carrier 
concentrations and mobilities differ from one another. Metals as a whole are found in the top left region 
indicating extremely high carrier concentrations but relatively low mobilities. In contrast, typical doped 
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semiconductors are plotted in the bottom right area due to its low carrier concentration and high mobility. 
It can be seen that TCOs lie somewhere in between metals and doped semiconductors as their mobilities 
is not too dissimilar from those of typical metals such as Ag. TCOs are essentially metals with a small 
carrier concentration and this type of material can be described as degenerate semiconductor. These 
types of materials are independent of temperatures for the generation of charge carriers i.e. the thermal 
activation energy is not necessary [16]. Degeneracy of a semiconductors simply implies that there’s is an 
overlap of energy bands and the Fermi energy is close to the edge of the conduction band. 

 

Figure 2.1. Carrier density and mobility for some metals, semiconductors and TCOs [16] 

Doping of a material increases the number of charge carriers and in turn the conductivity. This can 
be achieved by substitutional doping i.e. creating vacancies and implanting interstitial. Though an 
enhancement in the mobility can boost the conductivity, it depends on intrinsic scattering mechanism 
which act as a limitation as the carrier density increases, thus mobility it is an important parameter that 
has an influence on the total conductivity.  

Figure 2.2 shows the typical electronic structure of metal oxide (MO) illustrated in the form of 
molecular orbitals and energy bands. An essential feature of TCOs is the low absorption in the visible 
range; this can be attributed to the minimum bandgap of 3.0 eV. The top of the valence band mostly 
comprised of oxygen 2p bands; the bottom of the conduction band is occupied by a single and highly 
dispersed metal band. The conduction band possess antibonding features and the bottom of the valence 
band has bonding features as counterpart. As seen in the figure, top of the valence band possess non-
bonding features as the non-bonding oxygen 2p orbitals possess low energy and remain without changing 
the energies thus a large bandgap can be obtained in oxides.  
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Figure 2.2 Schematic molecular orbital diagram and band structure of oxides [16] 

In intrinsic stoichiometric oxides, it cannot exhibit high level of conductivity as well as transparency. 
However, Substitutional doping via cationic donors or anion vacancies lead to the generation of charge 
carriers altering the electronic band structure of the material. To improve the donor density, the donor 
states combine with the conduction band at the critical density which can be determined by Mott’s 
criterion as expressed by Eq. 2.2 [17]: 

𝑛!
"#/% < 𝑐𝑎&∗                           (2.2) 

Where 𝑎&∗  is the effective Bohr radius and c is a constant. The value of c is ≈ 0.25. If this criterion is 
satisfied (i.e., if the density of electrons is sufficiently high) the material becomes conductive and free 
electron behaviour is observed and the material is said to be degenerate. The Fermi Energy Ef is then 
determined by the high occupied state in the conduction band and can be expressed as:  

𝐸! =
ℏ!#!

$%"
∗                      (2.3) 

 The band structure of Tin oxide can be calculated by the parabolic functions of k in the near the edges 
of the bandgap. Figure 2.3 shows the schematic diagram of the band structure for most wide bandgap 
metal oxide semiconductors. These types of materials can be described as direct band semiconductors as 
the valence band maximum and conduction band minimum can both be found at k=0. 
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Figure 2.3. Schematic diagram of the band structure of (a) undoped and (b) doped wide band gap metal oxide 
semiconductor near the top of the valence band and bottom of the conduction band. Grey area represents occupied 
states [18] 

Doping introduces states in the bandgap either just below the conduction band or above the valence 
band. This is depicted in figure 2.4 whereby the band structure, density of states, fermi distribution of 
electron energy levels and concentration of majority charge carriers for intrinsic, n and p type materials 
are shown. At 0 oK, the Fermi level of an intrinsic material is found in the middle of the bandgap (figure 
2.4a). There is high probability of finding an electron in the states of the valence band; in contrast the 
chance of finding an electron in the conduction band states is 0. There is 50% chance of finding an electron 
at the Fermi level. For doped semiconductors, there will be a shift in the Fermi level as doping will have 
an impact on the loss or gain of electrons. For n type materials (figure 2.4b), the impurity introduces donor 
levels just below the conduction band whereby electrons are the majority carriers. For p-type, impurities 
possess energy levels just above the valence band whereby electrons are thermally excited into these 
acceptor levels leaving behind positively charge vacancies in the lattices thus the majority carriers in this 
situation will be holes. Upon exposure to light, the generated charge carriers trigger a shift in free energy 
and thus perturbating the equilibrium in the semiconductor. 
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Figure 2.4. Schematics depicting the band structure, density of states, Fermi-Dirac distribution of energy levels (for a 
non-zero temperature), and the charge carrier concentrations for (a) intrinsic, (b) n-type, and (c) p-type 
semiconductors. [19] 

Defects will also have an impact on the conductivity. Both defects and doping have the same effect 
on transparent insulators such as SnO2, CdO, In2O3 and ZnO. In addition to doping, the addition of vacant 
oxygen sites also contribute towards the conductivity of these materials. Figure 2.5a shows the doping 
sites occupied by tin (Sn) in an indium oxide (In2O3) lattice [20]. The occupation of the interstitial site by 
an Sn atom results in donating an electron widening the bandgap and ultimately resulting in the synthesis 
of Indium Tin Oxide (ITO). The bandgap structure of undoped and Sn doped Indium Oxide is illustrated in 
figure 2.5b.  Occupied states are just below the conduction band typically found in an n-type 
semiconductors. The free electrons in the conduction band come from the oxygen vacancies [20]. Thus, 
ITO are highly degenerate n-type semiconductors.  

In the band model proposed by Fan [21] (i.e., the reference model used to date) the Indium oxide 
possesses a direct wide bandgap, leading to the prevention of inter-band transitions in the visible range 
allowing for high transparency. As mentioned previously, conduction band stems mainly from Indium 5s 
orbitals and the valence band from the oxygen 2p electrons. Due to the n-type doping of the Tin 
impurities, the Fermi energy is located a few eV below the conduction band [22]. For low doping density, 
the formation of donor states occur just below the conduction band and the Fermi energy lies between 
the donor level and the conduction band minimum. For high doping levels there is an increase in donor 
density [23], and the donor states merges with the conduction band at the previously mentioned critical 
density nc; for ITO this is ~3.43x1019cm-3.  



 9 

 

Figure 2.5. (a) Sn doping sites in an In2O3 lattice. (b) Schematic energy-band model for tin doped indium oxide, where 
Ef, Ev and Ec is the Fermi energy, the valence band energy and the conduction band energy respectively. Left: low 
doping level, right: high doping level. 

Scattering mechanisms 

Mobility can be thought of as the ease in which charge carriers move through the material. It is 
defined in terms of the average scattering time (𝜏) and the carrier effective mass (𝑚∗) as: 

𝜇 = &'
%∗                        (2.4) 

Equation 2.4 shows that the mobility increases with decreasing scattering time and/or a reduction 
in effective mass. In general, the inhibition of the carrier movement will result in a reduction in mobility 
and conductivity. In crystalline TCOs, there are a number of scattering mechanisms that take place. 
According to Matthiessen’s rule [24], resistivity arises  from independent  scattering  processes  which  
are  additive, such as scattering due to impurities, defects, and grain boundaries which is expressed in 
equation 2.5 : 

(
)$%$&'

= (
)()*+,($-

	 (
)./0/"$

+	 (
)12

+⋯           (2.5) 

Ionised impurity scattering has the most impact on these structures. TCOs deposited at lower 
temperatures exhibit lower crystallinity and high doping concentrations results in the formation of neutral 
complexes. In such cases, grain boundary scattering and neutral impurity scattering should also be 
accounted for. 

At high conducting electron density, the carrier transport is limited mainly by In ionised impurity 
scattering. i.e., the interaction between the ionised impurities and free electrons is said to be coulombic 
which provide an intrinsic source of scattering to the doped structure. With increasing dopant 
concentration, the resistivity reaches a lower limit it is not able to surpass whereas the optical window 
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gets narrower. The mobility and hence the resistivity of TCOs (ITO, SnO2, ZnO) are limited by ionised 
impurity scattering for carrier concentrations above 1020cm-3 [25]. Above the critical Mott density 
threshold, the conduction band is inhabited by impurities and associated electrons leading to the 
formation of degenerate electron gas which in turn increases the ionized-impurity scattering and 
ultimately lowering the mobility [23]. As discussed, the scattering that arises from the homogenous 
distribution of the ionised dopant atoms is one of the possible effects that reduce mobility.  

In grain boundary scattering, there is a presence of atomic layers of disordered atoms creating a large 
number of defects. This leads to the entrapment of charge carriers i.e., immobilisation. The traps become 
electrically charged which leads to the formulation of a potential energy barrier thus reducing the mobility 
of free carriers from moving one crystallite to another. The potential barrier for electrons is determined 
by its height. [26]. 

Resistivity well 
As mentioned, Introduction of defect sites in solids also allow for the scattering of electrons; thus one 
needs to find a balance between the increased in conduction and scattering by defect sites. As a result 
there is a conductivity maximum or a resistivity minimum for TCOs; this ‘resistivity well’.It has been 
reported that there is a correlation between the apparent as-deposited colour of ITO films and the film 
resistivity and O2 and Sn doping concentration [23].  For low doping concentrations, the resistivity is high 
due to the low carrier concentrations and low for high doping due to scattering from oxygen vacancies 
which reduces the mobility. This resistivity well trend was also observed as function of the sputtering 
power density. Increase in the power density generates ionised impurity centres inducing the scattering 
of free electron carriers and leading to reduction of mobility. The gradual increase in carrier concentration 
between power density of 1 and 3 W/cm3 is due to the increase in the quantity of substituted Sn ions in 
the lattice. Further rise in sputtering power results in the carrier concentration plateauing which is due to 
the uptake of Sn ion substitution and reduction oxygen vacancies from the ITO film crystallinity.  

Many studies have reported that there is a strong correlation between resistivity and 
annealing/deposition temperatures displaying similar curve trends as that of the power density which can 
also be explained by the same mechanism and as such undergoes similar physical transformation. In 
addition, varying the oxygen flow also presents the resistivity well effect; with relatively low oxygen 
content, high carrier densities are observed and vice versa, high mobility is observed with increasing 
oxygen content due to the enhanced crystallisation. Since both mechanisms oppose one another in terms 
effects, a minimum resistivity can be seen with varying levels of oxygen flow. To summarise, the resistivity 
and physical appearance of the ITO films displays trends as a function of a number of parameters such as 
doping content, deposition power, substrate temperature and oxygen flow. 

2.1.3 Optical Transparency 
There are some metal oxides that are electrically insulating but optically transparent in the 380 to 780nm 
wavelength range more specifically in the visible region; MgO and Al2O3 are such examples. Thus, this 
property makes them ideal for fulfilling the role of a window in optical applications. The optical 
transparent range of various materials can be seen in figure 2.7. 
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Figure 2.7. Optical transparent regions in a rage of materials [16] 

Typical oxide-based compounds exhibit high level of transparency in the 300nm to 1200nm 
wavelength range which includes the visible region.  Fluorides such as LiF and CaF2 possess a significantly 
larger window range than oxide particularly in the deep ultraviolet region. In Contrast, the window range 
of conventional semiconductors such as Si and Ge can only be found in the IR region. Therefore, it is 
expected for TCOs to exhibit transparent properties in the visible range. Figure 2.8 illustrates typical 
transmission spectrum of a single crystal oxide. 

 

Figure 2.8. Transmission spectrum of a typical oxide [16] 

As can be seen in figure 2.8, the absorption edge is dictated by the vibration in the lattice in the IR 
region; Furthermore, the electron excitation from the valence band to the conduction band results in the 
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fundamental absorption in the ultraviolet region. Optical absorption and reflection are impacted by 
introduction of new carriers into the parent material of TCOs. The collective motion of the carriers exhibit 
plasma-like properties in conductors. Upon the irradiation of an electromagnetic wave, the carriers 
oscillate at the frequency of the light which is referred to as plasma oscillation; this leads to light being 
reflected at the surface of the conductors. However, upon exposure to light at higher frequency, the 
charge carriers cannot match the fast electric field oscillation of the light and as a result, leads to the 
transmission of light through the conductors without causing plasma oscillation/reflection at the surface. 
The maximum threshold frequency that permits the oscillation of the plasma is known as the plasma 
frequency, 𝜔( and can be expressed by equation 2.6 [27]. The plasma frequency then can be converted 
the wavelength as shown in equation 2.7: 

𝜔* =
+&!

,3%
                 (2.6) 

𝜆* =
$-.
& ),3%

+
                      (2.7) 

Where n, m and 𝜀& and c represents the carrier concentration, electron rest mass, permittivity, and 
speed of light in a vacuum respectively. For a metal with high carrier concentration such as Al (>1022 cm-

3), the threshold wavelength can be found in the vacuum ultraviolet region and the reflection of visible 
light takes place at the surface [28]. On the other hand, the carrier concentration of ITO is one order of 
magnitude small than Al metal, the threshold wavelength shifts to the IR region of the spectrum, which 
leads to transparency in the visible region as ITO possesses a large enough bandgap (>3.5eV) to exhibit 
such behavior. As the carriers make the optical window of oxides narrower in the IR region, the maximum 
carrier of TCOs should be less than 1021cm-3. Furthermore, the carriers also have an influence of the optical 
window in the ultraviolet region as well. As illustrated in figure 2.10, the bandgap can be calculated by 
plotting (hva)2 against the energy in eV whereby, h, v, and a are Plank’s constant, frequency and 
absorption co-efficient respectively. With increasing carrier concentration, there is a shift of absorption 
edges towards the higher side of energy, and a subsequent increase the bandgap ultimately widening the 
optical window in the UV region. This is associated with the occupation of the conduction band by the 
carrier electrons as displayed in the schematic inset in figure 2.10.  
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Figure 2.10: Blue shift of fundamental absorption by band filling [16] 

Burnstein-Moss shift 

To discuss, develop and engineer the making of these materials it is vital that the mechanism by 
which these materials demonstrate transparency and conductivity is well-understood and can be 
repeated during experimental trials. In n-type TCOs, the bandgap for the optical transition from the 
valence to the unoccupied conduction band becomes bigger than the original bandgap Eg due to carrier 
electrons occupying the bottom of the latter. This phenomenon is known as the Bernstein moss (BM shift) 
as illustrated in figure 2.11 which in simple terms refers to widening the optical bandgap of the material 
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Figure 2.11. Optical widening by the effect of the Moss-burstein shift 

The Fermi level, work function (WF), ionization energy (IE), energy gap (Eg), and electron affinity (EA) 
are fundamental parameters that need to be addressed when discussing TCOs [29-30]. These parameters 
define the electronic interface between the TCO surface and other materials and control the charge 
exchange and transport across these materials. Figure 2.12 illustrates a simple energy diagram of a 
semiconductor exhibiting the above-mentioned parameters. 

 

 

Figure 2.12. (a) A simple flat band representation of the energy band at the surface of a semiconductor (b) the 
schematic diagram showing the optical widening of the TCO bandgap using the Moss-Burstein shift, Eg

MB. 

 

As electrons are naturally bound to the solid, they are prevented from escaping outside of the 
material into the vacuum via an energy barrier that culminates at the vacuum level (Evac). Thus, Evac is the 
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energy level of an electron resting within close vicinity outside the solid. At this vicinity, the electron is 
experiencing the full impact of the surface dipole. To get an electron from the VBM into the Evac region, a 
certain amount of energy is required, and this is referred to as the ionization energy, IE hence when 
thinking of n-type doping of a TCO material or a semiconductor, the ideal doping material should have 
low EI. If an electron drops from the Evac region into the CBM level, it will release some energy, and this is 
referred to as the electron affinity (EA) of the material [30]. The work function (Φ) is defined as the energy 
required to take an electron from the Fermi level and place it in the Evac region. In a semiconductor, the Φ 
is dependable on the Evac, and the Fermi level (EF) is governed by the doping concentration, density of 
states, carrier density and temperature. 

The parameters discussed in this section fundamentally depend on the technique by which the 
material is produced and prepared. It is ultimately the arrangements of the atoms next to each other that 
defines the final material’s composition and properties. Hence, the preparation technique and operation 
method of arranging the constituting atoms of a TCO will govern the quality of the produced transparent 
conductive film. 

 

2.1.4 Hydrogen Doping 
While ITO is the most widely used TCOs, Zinc Oxide and related compositions are an alternative and, 

in some cases, the preferred materials. A big proponent of the deployment AZO is that it combats the 
global shortage of Indium.  AZO is extensively being employed as TCOs in thin film solar cells such as CIGS 
and CZTS, in addition to its use as electrical contacts for laser diodes and LEDs. The n-type semiconductor 
possesses a direct bandgap of 3.37 at room temperature. The high conductivity of the thin film material 
was initially debated to be due to the oxygen vacancies and/or Zn interstitials [31], however it has been 
proposed that the unintentional substitutional Hydrogen impurities are the primary driving factor for the 
high conductivity [32]. ZnO films are usually doped with Al (AZO), Gd (GZO), excess Zn, or In to obtain 
highly conductive and transparent compounds [33,34]. This material is also often alloyed with other TCO 
materials and can be a potential alternative as it has the cheapest and most abundant atomic constituents 
with no significant toxicity associated with elements such as cadmium or lead. However, pure zinc oxide 
does not possess the required electrical properties to match those of IZO or ITO. Doping zinc oxide with 
hydrogen is a cheaper option that can significantly improve the conductivity of this material, and this was 
initially observed in 1950s [35,36]. 

The mechanism by which hydrogen incorporation into the zinc oxide lattice promotes n-type 
conductivity was theoretically investigated by van de Walle by first principal calculations based on density 
functional theory (DFT) [37]. The behaviour of interstitial hydrogen in zinc oxide was studied by van de 
Walle, and the formation energy of H+, H−, H0 and H2 states in bonding centre and anti-bonding locations 
were evaluated, where H+ demonstrated the lowest formation energy. The study showed that with 
incorporation of the hydrogen, an O–H bond forms along the direction of the original O–Zn bond. The 
strength of the O–H bond is the main driving force for stabilisation of the low energy H+ configuration. van 
de Walle concluded that H+ is the stable charge state for all Fermi level positions in ZnO and acts as a 
donor [38]. The formation energy of the H+ was shown to be low enough to allow for large solubility of 
hydrogen in ZnO. It is interesting to note that hydrogen is amphoteric in other semiconductors, although 
not in ZnO. This difference is due to the strong O–H bond, which lowers the formation energy of H+. 
Parallel to this, a complex consisting of an oxygen vacancy and a hydrogen atom acts as a shallow donor. 
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Such vacancies are low energy defects [38] and neutral, but the hydrogen turns them into a shallow donor, 
and as such, a hydrogen located close to the centre of such oxygen vacancies acts as a substitutional 
impurity [37]. These theoretical observations were then verified by electron nuclear double resonance 
and Muon spin spectroscopy [39,40]. The Fermi energy level where the positive and negative charge 
states are equal in energy occurs above the conduction band minimum in ZnO [41]. Thus, overall it can be 
seen that in a ZnO system, hydrogen acts as donor atom as H+, providing the lattice with an extra electron 
as a charge carrier, which in turn makes ZnO an n-type material and influences the conductivity of the 
material. 

However, apart from carrier density, the mobility of the charge carriers is an even more important 
feature of a potential conductor. Mobility is the measure of the velocity of carriers under an electric field 
and is inversely proportional to the effective mass of the charge carrier. The effective mass is inversely 
proportional to the second derivative of energy with respect to the k-vector in an E–k plot indicating how 
the electron states are spaced in k-space. E-k plot is the curvature of the energy band in a way that the 
larger curvature of the energy band translates to a smaller effective mass of the charge carrier [42]. The 
energy value computed in the E–k plot is governed by the orbital overlap of adjacent atoms, where the 
larger the orbital overlap is, the larger will be the drift of the charge carrier. 

Parallel to the electrical properties of hydrogen-doped zinc oxide, several reported studies indicate 
doping of ZnO with hydrogen gives ferromagnetic properties to ZnO [43-45]. 

Hydrogenated ZnO nanoparticles are reported to demonstrate ferromagnetism because due to low 
formation energies, the formation of Zn vacancies and OH bonding by hydrogen is favoured in the 
hydrogenation process, leading to a magnetic moment of ~0.57 µB (Bohr magneton), and the origin of 
ferromagnetism is explained through the hydrogenation of the ZnO polar surface [46,47]. 

There are some experimental reports on electrical conductivity improvements achieved in the ZnO 
system with the addition of hydrogen with respect to TCO materials. However, such reports only exist at 
the research state, and no commercial TCO based on pure ZnO doped with hydrogen is present in the 
market as far as literature is concerned. This work was on enhancing the electrical properties of IZO and 
ZnO systems by repeated exposure of the sputtering target to an argon/hydrogen mixture as the working 
gas [48] which will be presented in chapter 6. In one of the set of experiments interesting complexities 
associated with reactive hydrogen/argon sputtering of un-doped ZnO targets was obersved, which is 
believed to be associated with the reported magnetic properties of hydrogenated ZnO particles, and this 
report outlines the mentioned observations. 

 

2.1.5 Fabrication methods 
In order to optimize the performance and the cost-effectiveness of TCO films, a wide array of 

synthesis techniques have been developed over the years. Among these are chemical vapor deposition 
(CVD), sputtering techniques (DC, RF, magnetron), evaporation (reactive, thermal or e-beam), spray 
pyrolysis and pulsed laser deposition (PLD). Certain synthetic routes are chosen for TCO manufacturing 
due to their thickness uniformity, low production costs or high throughput. Each fabrication technique 
can have an influence on the intrinsic behaviour differently including structure morphology and 
composition of the thin film which in turn dictates the electrical and optical properties. Physical Vapor 
Deposition (PVD) techniques, such as Magnetron Sputtering (MS) or Pulsed Laser Deposition (PLD) allow 
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for the synthesis of TCOs with extremely low resistivity and sheet resistance (i.e. specific resistivity per 
unit thickness) in the most common TCOs. Sputter deposition has been favoured over other techniques 
in certain instances as it’s able to meet industrial requirements such as fast deposition and high 
throughput. Other advantages are the low complications in the growth of films, possibility of growing films 
on relatively large substrates, and reproducibility [49,50]. In the case of ITO, the best available sputtered 
thin films commonly have resistivities slightly lower than 10-4 Ω cm, with sheet resistances typically smaller 
than 10 Ω/ square [50]. With PLD even lower resistivity values can be obtained (down to 7 · 10 Ω-5 cm [52]) 
with the drawback of decreasing the deposited area [53]. 

 

2.1.6 Conclusion 

In summary, the possibility of a semiconductor being both transparent and conductive is due its large 
bandgap so that it can avoid absorbing visible light (~3eV). The gap is located between parabolic oxygen 
2p and metal s bands, resulting in the formation of the valence and conduction band respectively. Free 
charge carriers are generated by introducing dopants which are responsible for the conductivity. Electron 
densities are generally in the order of 1020cm-3 for n-type TCOs yielding degenerate electron systems. 
Scattering mechanisms dominate the electrical conductivity which are strongly related to the electron 
concentrations. The mobility is influenced by the total contribution of all electron scattering which 
deterring the upper limit of conductivity. The ionised impurity scattering is considered to have the biggest 
impact for single crystalline materials. Conversely, as the structural nature of the thin film decreases, 
scattering via grain boundaries become more significant in polycrystalline films. The transparency window 
for TCOs is exhibited in the UV and near IR region. The bandgap determines the window in the short 
wavelength region and the plasma frequency dictates the window in the long wavelength region. Both 
values depend on the electron concentration and thus can be tuned to use in specific applications. The 
electrical conductivity of typical n-type TCOs is around 104 whilst display transmission as high as 90% in 
the visible region. The conductivity of TCOs of a p-type nature is generally lower than the n-type 
counterpart by at least a factor of 1000. Although the figure of merit is a measure of the TCO’s electrical 
and optical performance, the thin film TCOs are engineered to possess properties tailored for specific 
applications. There are a wide variety of deposition techniques for these types of materials, sputtering 
being widely utilised to yield highly transparent and conductive thin film TCOs. Each type of growth will 
have its own unique influence on the intrinsic properties as thin film structure and composition. It is these 
properties (not the deposition method itself) that will have an emphasis on the electrical and optical 
performance of TCOs. 

Plasma sputter deposition technique does not behave like a standard chemical reaction or a process 
with defined steps. For example, researchers who apply this technique for TCO preparation usually report 
their findings by stating the condition of the sputtering process, such as chamber pressure, plasma power 
and the gas composition of the chamber during deposition. However, from one sputter machine to 
another, depending on the dimensions of the chamber, the size of the targets, and a few other design 
related issues, TCO coatings with different properties are obtained, even if the sputtering conditions are 
maintained according to an earlier report. The sputter deposition process will be discussed in greater 
detail in the next section (2.2) from the constituents of a plasma discharge to the different types of 
discharge used to power the plasma.  
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2.2 The Glow Discharge 
 

2.2.1 Brief History 
 

The term ‘plasma’ was first introduced by Irving Langmuir in the 1920s [54]. Many physicists studied 
the behaviour of DC electrical discharges in gasses at low pressure during the 19th century [55]. Various 
experiments concerning tubes under vacuum were conducted to portray the strange behaviour of the 
plasma. 

Applying an electric or magnetic field to the plasma leads to the preferential hearing of charged 
particles such as electrons and ions keeping the neutral gas atoms at low temperatures. Electrons with 
low mass in particular are easily accelerated to ionisation energies of the gaseous atoms; the kinetic 
energies of these electrons range from 1-10eV (equivalent to ~104-105 K). Due to the low gas temperatures 
of the plasma discharge, it is often called cold plasma. Plasmas of this nature are not in thermal 
equilibrium since [56]: 

 

𝑇) ≫ 𝑇*+,	&		𝑇) > 𝑇. > 𝑇*              (2.8) 

 

Whereby Te, Tg and Ti are temperatures of the electrons, neutral gaseous atoms and ions respectively. 

DC and RF glow discharges are two of the most common types of electrically induced plasma where 
the electric field of the latter is coupled with either capacitively or inductively to the electrons of the 
discharge. [56] 

The scientific evaluation of plasma discharges was explored in the latter half of the 19th century which 
paved the way for the advancement made in vacuum technology. It was observed that when air was 
pumped out of glass vessels in an high potential environment, the high voltage electric spark between 
two electrodes created a variety of colourful ribbon like discharges as the gas pressure was lowered in a 
progressive manner. In 1994, Faraday discovered the formation of a dark space near the anode of the 
discharge tube as the gas pressure of was reduced demonstrating the presence of dark discharge of 
electricity in gases [55].  

Technological advances in quartz/glass tube construction and progression of electrode material 
played a vital part in the investigation of the various types of the glow discharges [56]. In mid 19th century, 
Geissler came up with a technique for the assembly of glass discharge tubes with metal electrodes and 
introducing a mercury pump. Plucker noticed that effect of phosphoresce in the glass with the reduction 
of gas pressure. As a result, multiple investigations were conducted to identify the root cause of this effect. 
The use of X-ray was explored, furthermore the measurement of the electron charge to mass ratio was 
made operating discharge tubes at low gas pressures (10−2 to 10-3mmHg). J.J. Thomson and F.W Aston 
discovered that the ‘Positively charged rays’ could be passed from a glow discharge through a hole in the 
cathode which led to the development of the mass spectrometry of ions [55]. The in-depth research work 
conducted on plasma glow discharges played a pivotal role in the development of modern physics [56]. 
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2.2.2 Introduction to glow discharge and applications 
The term ‘glow discharge’ is derived from the plasma’s luminosity. This is produced because electron 

surpass the threshold energy and density threshold to generate a visible light via recombination and 
excitation collisions [55]. Glow discharges can be found in a wide variety of applications such as gas 
fluorescence lamps, neon lights and flat panel plasma screen displays. Aside from the light industry, its 
use can be found in the microelectronic industry and the material processing technology. Such use include 
treatment and etching of surfaces (for the fabrication of integrated circuits (IC) etc), modification of 
polymer and the deposition of thin film coatings. Other forms of glow discharge such as DC parallel plate 
plasma reactors, electron bombardment plasma source, are also employed in industrial applications. 

 The glow discharge is fundamentally produced by applying a potential difference (ranging from 1V to 
few kV) between two electrodes in vessel or chamber filled win an inert gas under reduced pressure (from 
a few mTorr to atmospheric pressure) [57]. The electrons are then accelerated away from the cathode 
and the collision with the gas atoms and electrons goes up as a result of the potential difference. The 
collisions may lead to processes such as excitation, ionisation and dissociation. Excited species generated 
from collisions can get demoted to lower energy levels by the emissions of light which is responsible for 
the ‘glow’ in the discharge. Secondary electrons are released when ions accelerate towards the cathode 
and bombarde its surface. These types of electrons are then accelerated away from the cathode surface 
giving rise to more ionisation collisions and subsequently yielding ion-electron pairs; the ion-electron 
multiplication process enables the plasma discharge to sustain itself [57]. 

 

Different types of glow discharge. 
There are a range of glow discharges the most basic type being the direct current (DC) glow discharge. 

A constant current is produced by applying a potential different between the cathode and anode. This 
could lead to issues if one of the electrodes in non-conducting such as a build up of charge and resulting 
burn-out of the glow discharge [57]. A capacitively coupled radio-frequency (cc rf) can be applied to 
overcome by this issue i.e. applying an alternating voltage between the two electrodes. The accumulation 
of the charge during one half cycle is neutralised by the opposite charge accumulated during other half 
cycle giving rise to an alternating current glow discharge. This can be described as short discharges being 
struck consecutively whereby the cathode and anode constantly change roles. An important feature of 
alternating current (AC) glow discharge operating at atmospheric pressure is the dielectric barrier 
discharge (DBD) i.e. the electrodes are typically coated by a dielectric barrier [57]. 

Another type of glow discharge is one that is sourced with a pulsed current. The pulsed glow 
discharge consists of intermittent glow discharges (in the milli/microsecond range) which is then followed 
by an afterglow which is typically characterised by a lengthy time period in comparison. This type of 
discharge is advantageous because a high peak electrical power can be attained for a low average power; 
this results in high peak efficiencies for various applications [57]. 

 

The magnetron discharge is a well-known type of discharge in which a magnetic field is applied 
whereby the electrons are subjected to helical circulation around the magnetic field lines resulting in more 
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ionisation. This type of discharge is typically generated in low pressure high current environments in 
comparison to conventional discharges. 

Several new types of glow discharge have emerged whereby they are characterised by low pressure 
and high plasma densities. The key difference lies in the application of the electrical power; it is applied 
by electromagnetic induction and not by applying a potential difference between two electrodes that’s 
found in the conventional glow discharges. This is known as inductively coupled discharge whereby, as 
the name suggests, there is an inductive coupling between the RF power and plasma. The other type of 
plasma discharge is struck with microwave power whereby the microwave discharge and magnetic field 
gives rise to ECR conditions [55], the operating principle of which will be briefly touched on. 

 

Plasma sheath 
Deposition system used in this project confine the plasma within a vacuum system resulting in the 

plasma species interacting with elements contained in the system. As electrons have higher thermal 
velocities than ions [59], their interaction with the walls occur faster than that of the ions. This leads to 
the development of a negative bias at the chamber walls attracting ions that give rise to a potential 
difference; this phenomena is known as plasma sheath (figure 2.13) 
 

 
Figure 2.13 Interactions of charged particles with chamber wall giving rise to a plasma sheath 
 
 The sheath is in a dynamic balance; recombination of ions at the chamber surface occur as well as 
further surface recombination by electrons possessing high enough energy to overcome the energy 
barrier of the plasma sheath. Debye shielding prevents the potential to be distributed throughout the 
plasma, so the sheath confines the more mobile species within the plasma [60]. The potential difference 
of the sheath region can be calculated via the following equation 2.9: 
 

𝑉!" = 𝑉# − 𝑉$               (2.9) 
 

Where Vsh is the potential of the sheath, Vp is the plasma potential which oscillates with the waveform 
for RF and/or microwave plasmas. Vf is the floating potential which is the value held by an isolated 
substrate within the plasma. Bombardment of the substrate by the ionised growth species and carrier gas 
electrons take place at the sheath potential. This is due to the potential of the substrate attaining a 
dynamic equilibrium with equal flux of both positive and negative species as a result of its isolation. There 
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is a presence of sheath conditions in all surfaces of a plasma system. While the surfaces will be grounded 
(i.e. 0V potential difference), it is possible to floating potential across desired components of the system 
such as the sample holder, a technique which was not explored in this project.  
 

2.2.3 DC glow discharge 

The glow discharge via DC has been historically paramount to the evaluation of the properties of the 
plasma medium and application. The typical setup consisted of a long glass cylinder with an anode and 
cathode electrode on either side with an operating pressure ranging from 10mTorr to 10 Torr; a typical 
voltage of a few hundred volts was found between the two electrodes maintain the discharge. A summary 
of the range of parameters used for the glow discharge can be found in table. 

Figure 2.14. illustrates the I-V characteristics of the DC low pressure electrical discharge tube. It can 
be seen that the current across the Townsend discharge region soars up with an increase in voltage 
through the dark discharge regions.  When the breakdown voltage at point E is reached, the gas will 
breakdown at voltage Vb provided that the internal resistance of the power supply is relatively low. The 
discharge will then transition into the normal glow discharge. 

 

 

Figure 2.14: Typical V/I plot of a glow discharge including key characteristics such as breakdown voltage, the voltage 
current characteristic and the structure of the discharge depend on the geometry of the electrodes, the gas used, the 
pressure and the electrode material [58] 

 

The normal glow discharge region is between F and G whereby the voltage is somewhat independent 
of the total current passing through the discharge tube; the current density approaching the electrode 
neither depends on the total current. This essentially means that in the normal glow discharge area, there 
is only small point of constant between the plasma and the cathode surface at low current. As the current 
increases, the total cross section of the cathode is occupied by the plasma-surface contact; this occurs 
until point G, the boundary of the abnormal glow discharge is reached whereby the plasma fully covers 
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the cathode surface, to deliver the total amount of current required at a constant current density. As the 
total current increases, the voltage also rises so that the cathode current density it above its setpoint and 
provide the required current. At point H, due to the heating of the electrodes, there is a thermionic 
emission of electrons from the cathode. This is then followed by a glow-to-arc transition if the DC power 
supply’s internal resistance is relatively low [57]. 

 

The qualitative characteristics of a normal glow discharge 
Figure 2.15 shows a classical electrical discharge in the normal glow region. Michael Faraday made 

the first observation of the glow discharge characteristics in the 1830s thus these have been named after 
their respective investigators [55]. The appearance of the glow discharge can be categorized as follows: 

 

 

Figure 2.15: Typical characteristics of a normal glow discharge 

 

- The cathode 

The emission of secondary electrons at the surface of the cathode is pivotal for glow discharge to 
sustain itself. The Townsend theory of gas discharge takes into account the bombardment of ions at the 
cathode surface as a secondary source of electrons [61]; it defines the coefficient of secondary electron 
emission as the number of electrons emitted from the cathode per ion bombardment thus the current 
density is defined by: 

-Aston dark space 

The Aston dark space is essentially a thin region near the cathode with a strong presence of electric 
field and negative space charge. It is occupied by slow electrons which will be accelerated from the 
cathode. The density and energy of these electrons are too low to excite the gas hence the presence of 
dark space. The initial stray electrons and secondary electrons overcome the ions in this region due to the 
negative space charge [55].  
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-Cathode glow 

The region next to the cathode flow contains a relatively high density of ions known as the cathode 
glow. The electrons in this region possess sufficient amount of energy for collision with the neutral atoms 
to occur and excite them. It often illuminates orange/reddish due to the emission excited atoms and/or 
incoming positions ions approaching the cathode and being sputter off the surface. The axial length of 
this region is dependant upon the type of gas and pressure. The cathode glow can from time to time 
conceal the Aston dark space by clinging onto the cathode. 

-Crookes (or Hittorf) darkspace / Cathode Fall 

This Crookes dark space is region in which there is a presence of a moderate electric field and where 
a good portion of voltage drop happens. It contains a positive space charge and relatively high ion density 
[55] 

-Negative Glow 

The intensity in this region is the brightest in the entire discharge. The negative glow is most intense 
near the cathode side with a low electric field in comparison. It is longer than the cathode with the 
electrons carrying the entire current in this region. The bright light output is owed to the electrons being 
accelerated towards the cathode resulting in ionisation and intense excitation. These electrons eventually 
slow down and no longer provide energy for excitation as they approach the faraday dark space. The 
electron number density in the negative glow region is approximately 1016 electrons/m3 [55] 

-Faraday Dark Space 

In this region the energy and density of the electrons is low as a result of recombination and diffusion 
to the walls. In addition to the small net space charge, the axial electric field is also relatively minute [55] 

-Positive Column 

The positive column is defined as a quasi neutral region with a relatively low electric field, in the 
range of 1 V/cm and is just about sufficient enough to maintain the required degree of ionisation near the 
cathode end. The length of this region varies with the distance between the electrodes at a constant 
pressure and constant voltage drop as opposed the lengths of the other regions which maintained and 
unaffected by this. The electron number density in this region ranges from 1015 to 1016 electrons/m3 with 
electron kinetic temperature of 1 to 2 eV. A long uniform glow is observed in the positive column; other 
phenomena seen include moving striations which are spontaneously triggered and ionisation waves which 
are a caused by disturbance. A glow discharge in the positive column illuminates a pinkish to blue  colour 
[55]. 

-Anode Glow and Dark space 

This brightness in this region is marginally more intense than the positive column. It is a the end of 
the positive column and is not always present. This is the boundary of the anode sheath and can be found 
on the right end of the positive column; however, its presence may not always be observed. The anode 
dark space lies in between the anode glow and the anode itself. Electrons travelling for the positive 
column to the anode gives the anode sheath a negative space charge. Furthermore, the electric field in 
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the anode space is more profound than the positive column. Positive ions accelerate away from the anode 
leaving a negative charge density which subsequently results in a voltage drop [55]. 

 

2.2.4 Radio Frequency Discharges 
DC electrical discharges discussed above extract ‘true current’ from the power supplier via the flow 

of ions and electrons to the electrodes. Physical processes in such discharges are dominated by axial DC 
electric field. One of the most ground-breaking developments made in this space is the introduction of 
radio frequency to power the glow discharge. When the applied frequency becomes high enough, the 
oscillation period will be relatively similar to the time it takes charged particles to move across the sheath 
between the plasma and electrode.  Whilst it is very similar to DC glow discharge in many ways, the 
differentiating factor between the two is that the rf counterpart can be applied to nonconductive 
insulating samples and is not just limited to electrically conductive materials. In addition to this, there are 
other more subtle differences between the two such as number densities, energy distributions of charged 
particles which can affect the efficiencies of important physical processes such as excitation and 
ionisation.  

While DC discharges are relatively cheaper to operate, the RF glow discharge is superior as it provide 
several advantages such as a wider range of operating parameters, more stable plasma, less prone to 
surface oxidation and more enhanced sputtering depths [62]. Glow discharge processes use for treating 
insulating materials are often powered by a high frequency in the MHz range. For an AC discharge, 
conventional frequency of roughly 50Hz was not found to be an effective for processing insulators; this is 
due to the mismatch in the insulator charge up time and the periodicity of the AC supply leading to short-
lived discharges with electrodes successively changing polarities. [63]  

 

RF Plasma Interaction 
Radio Frequency power coupled to the plasma through either oscillating magnetic, electric fields or 

both. The extent of the interaction between the oscillating fields and the plasma depends on a number of 
parameters such as the frequency of the oscillation, electron plasma frequency and electron collision 
frequency in the plasma. 

The electron plasma frequency is a function of the electron number and the critical density given by: 

𝜔() = 2𝜋𝑣() = 6/!)"

0#1!
                (2.10) 

If the incident electro-magnetic (EM) frequency is below this, the inertia of the electrons is low 
enough such that they illicit a response to the electric field in the incident EM wave and therefore the 
electrons are able to absorb the energy from it. The absorption of this energy may convert to heat via 
collisions, or be re-radiated in the from the reflective EM wave from the surface of the plasma. 

If the frequency of the incident EM radiation is higher than the electron plasma frequency, then the 
electron is not fully able to respond to the incident EM wave as its inertia is too low. This leads to the 
propagation of the EM wave through the plasma as a quasi-optical dielectric medium, whereby the 
interaction between the incident EM radiation and the individual electrons is relatively insignificant [64]. 
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The RF plasma discharge is highly utilised in the sputtering of a wide range of thin film semiconducting 
materials. The principle operation of this technique involves the bombardment of a source material with 
energetic ions, typically inert gas ions, such as Argon (Ar+). The forceful collision of these gas ions results 
in the ejection of surface atoms from the target material under an RF plasma condition generated at a 
frequency of 13.56MHz. This results in the deposition a thin film of the target material onto the substrate. 

The RF frequency is coupled to the target material via an impedance matching network and blocking 
capacitor as shown in fig 2.16. The blocking capacitor makes sure that the time average net current to 
each electrode equates to 0. As RF power is applied, there is an oscillation of electrons between the two 
electrodes resonating with the frequency of the rf power.  

 

 

Figure 2.16  Schematic diagram of an RF sputtering system 

 

The AC voltage/RF power supply in sputtering oscillate at a frequency that is adequate. Too low a 
frequency leads to the neutralisation of the target by the positive ions during the negative half-cycle and 
electrons neutralising during the positive half. In this case, sputtering does not occur as a result of the lack 
of ion sheath. Because electrons have a smaller effective mass than ions, they respond to the change in 
target polarity more rapidly than ions [65]. At the typical industrial radio frequency of 13.56MHz, the ion 
mobility is too low for it to oscillate and therefore most ions can be essentially found in the central region 
of the plasma [64]. During the positive half of the cycle, the target will attract many electrodes acting as 
an ion; conversely the counter-electrode will not acquire as many ions the negative half of the cycle. This 
will lead to both electrodes possessing a positive bias with respect to the plasma [64]. At some point, the 
target will no longer capture as many electrons due to its negative bias curing the positive half cycle. It 
will start acquiring enough ions to negate the gain in electrons during the negative half cycle. The target 
has a net negative DC bias drawing in the process gaseous ions and generating an ion sheath which leads 
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to the sputtering and deposition of the target material [66]. Figure 2.17 shows the voltages in RF 
sputtering, with the target potential shown in green. 

 

 

Figure 2.17: Voltages in RF sputtering [66] 

 

It is important to mention the symmetry of the process; if the target and substrate are of the same 
size and magnitude then there will be complete symmetry, and neither will acquire a DC negative bias 
relative to each other. Conversely in an arrangement whereby the cathode and anode are not 
symmetrical, the chamber, in addition to the substrate, can also play the role of the anode.  
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The ratio of the voltages, with respect to the plasma, measured at the target, Vt, and substrate, Vs, 
are proportional to the that of the area of the substrate and target area whereby n ranges from 1.5-4 and 
is dependent upon the experimental set-up [67,68]. Therefore, an increased substrate/anode/chamber 
area raises the relative target potential. The sputtering of the anode and chamber walls will be 
insignificant If the area ratio is high enough. 

 

One of the major concerns with these earlier sputtering processes was the non-uniformity in the 
plasma density which subsequently lead to non-uniform film deposition/thickness. Such processes are not 
acceptable for the deposition of uniform films in the ever growing electronic and optical coating 
industries. 
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2.2.5 RF Magnetron Sputtering. 
One of the most notable advancements made in sputtering is the addition of magnetrons and it has 

been regarded as the one of the most effect processes for the synthesis of an array of thin film materials. 
By applying a magnetic field during the glow discharge sputter deposition process the electrons are 
trapped within the discharge for a longer period of time yielding the generation of more ions for the same 
electron density. The probability of ionising a gas atom during their displacement from the cathode to 
anode increases as the electron trajectory i.e. the mean free path is elongated.  Reducing the discharge 
pressure and the cathode sheath. By this manner, ions can reach the cathode with almost maximal 
discharge voltage and the sputtered atoms can reach the substrate with minimal collision. A more stable 
high-density discharge is achieved thus enhancing the sputtering process efficiency. Historically the 
process was limited by low deposition rates, high substrate heating and low ionization efficiencies. 
However, in recent times, these limitations have been overcome by the development of magnetron 
sputtering system. 

The process entails generating a strong magnetic field in the vicinity of the target area causing the 
traversing electrons to spiral along the magnetic flux lines near the target. This environment limits the 
plasma to the target area without damaging the thin film layer being deposited onto the substrate, whilst 
maintaining its stoichiometry and uniformity. Adding the magnets behind the target results in the ejection 
of electrons at an angle that is non-normal to the incidence to the target to orbit the magnetic field. This 
allows for retention of the electrons within the plasma sheath as opposed to losing them to grounded 
chamber surfaces which increases the ion generation rate and subsequently the sputter yield. Figure 2.18 
shows the schematic diagram of a basic R.F. magnetron sputtering system and the basic components 
involved. Ionised Ar atoms bombard a sputtering target which leads to ejection of molecules/atoms from 
the target forming thin layers onto a substrate. 

 
Figure 2.18. Schematic diagram of RF Magnetron Sputtering [69] 
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Magnetron Types 
The magnets can come in various forms, one such example is the post magnetrons; a uniform 

magnetic B runs parallel to the surface of the cylindrical target. The most widely used type of magnets are 
planar magnets. As mentioned, the presence of the magnetic field influences the trajectory of the emitted 
electrons from the target forcing them to orbit in circular motion and bringing them back to the cathode 
shown in figure 2.19. This can be described by the Lorentz equation which is as follows: 
 

𝐹⃗ = 𝑞	(𝐸*⃗ + 𝑣 × 𝐵*⃗ )               (2.11) 

with q the negative charge of the electron, E the electric field over the dark region, B the magnetic field, 
and 𝑣⃗ the velocity of the electron.  

 

Figure 2.19 Electrons in the presence of a uniform magnetic field follow a circular motion according to the Lorentz 
force. Magnetic field points into the page 

The Lorentz force on the electron depends on its velocity and magnetic field strength and is 
orthogonal to both their directions. The first component of the electron motion is the movement 
pattern with respect to the magnetic field lines. A 2nd component is the gyration of the electrons around 
the magnetic field lines with Larmor radius, 𝑟4; this is the distance between the central point and 
charged particle i.e. electron and is defined as: 

 
𝑟$ =

%&^
|'|𝐁

                      (2.12) 

 
Where m is the mass of the charged particles,	𝑣 is the velocity perpendicular to the magnetic field B 

and q is the electrical charge unit.  

A third component that is accounted for with respect to the electron trajectory is the E x B Hall drift 
which occurs around the post in a helical motion and is perpendicular to the electric and magnetic fields.  

When an electric field is applied to the charged particles, which are already under the influence of a 
magnetic field, the movement of the particles will alter slightly from the circular motion around the central 
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point. The electric field will cause the particles to deviate and thus inducing drift in a more helical fashion 
perpendicular to the electric field and the magnetic field. This is the third component that is accounted 
for with respect to the electron trajectory known as the Hall drift i.e. E x B. This drift component is 
independent of m, v and p. The electric field E increases with v in one half of its orbit cycle while acting 
against it in the second phase. This is illustrated in figure 2.20: 
 

 
Figure 2.20: Movement of charged particles in a constant electric field 

 
In summary, electrons are moving continuously in one direction around the target and a constantly 

subjected to acceleration and deceleration close to the surface of the target. 
 

Planar magnets are the most widely used type of magnets. The easy ability to design air-to-air 
systems for flat substrates make the planer magnets very convenient. The permanent magnets are 
typically placed behind the target in which there is a central disc magnetic pole and an annular pole 
allowing for a circular symmetry with respect to the magnetic field lines as shown in figure 2.21: 
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Figure 2.21: Schematic diagram of a Planar magnetron 
 

 The magnetic field oriented radially and direct above the cathode surface while the electric field 
decreases away from the surface. Similar to post magnetron set-up, the resulting effect is cycloid orbits 
above the cathode surface. The presence of a vertical component of the magnetic field forces the electron 
to move towards the central region of the magnets. For a circular planar magnetron, the E x B drift will be 
parallel to the target resulting in electrons following a circular path around the target resulting in a high 
plasma density along this path. Figure 2.22 shows 2 common planar magnetron arrangements. The 
configuration of the magnet yields maximum ionisation in the region between the magnets thus most of 
the ions will be formed at this position.  This uniformity leads to a preferential sputtering of the target 
around a circular region known as ‘racetrack’ [65] and as a results typical target utilisation is less than 50% 
even with an optimised magnet design as shown in figure 2.23. The placement of permanent magnets 
behind the sputter target as shown in results in the B field lines creating a tunnel in front of the target. 
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Figure 2.22: Common planar magnetron magnet arrangements 

Magnetron Balance 
The magnet configuration in planar and rotating cylindrical magnetrons allow for the entrapment of 

electrons thus generating a high ion density in the vicinity of the target for a given pressure. With an 
optimum design of system geometry and operating pressure, Electrons are lost from the target area when 
their energy drops below the ionisation threshold; thus there is a presence low energy electrons   in the 
bulk of the plasma near the substrate. Whilst advantageous to the glow discharge process, in some 
instances delivering more energy to the substrate also has its benefits. By using an unbalanced magnetron, 
it has been reported that ion bombardment of the growing films could be increased, which makes the 
films denser and preferentially orients the crystallites in the growing films.  Changing the magnetic field 
strength of the inner compared to the outer magnet i.e. unbalancing the magnetic configuration, allows 
for the electrons to escape the magnetic trap and follow the magnetic field lines towards the substrate. 
This yields a strong electron flux in the vicinity of the substrate. The electron flux and subsequent ion flux 
can be tuned by adjusting the magnetic field strength balance between the inner and outer magnets. 
Quantifying the ‘K’ ratio between the magnetic flux inner and outer magnets is one way to characterise 
the balance: 

 

𝐾 = 	)562
)78

=	
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                   (2.13) 

 

 𝐵; represents the magnetic field strength perpendicular to the magnet, and S is the area of the 
magnet [70]. 
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Shifting the position of the inner and outer magnets with respect to the surface of the target result 
reduces the discharge voltage which modifies the sputter rate of the target at constant current.  The ion-
to-atom ratio at the substrate, an important parameter during thin film growth, is modified through the 
combination of changing position of both magnets. A simpler approach to unbalance the circuitry of the 
magnetron that’s highly tuneable is to implement a external Helmholtz coil which increases the field 
strength pf the outer magnetic. [71]. This drastically increases the incident ion/atom ratio at the substrate 
by opening a leak in the plasma trap. Furthermore, the high ion/atom ratios can be attained by using very 
low ion energies (<10-20) which for the most part do not surpass the film damage threshold. Just as 
significantly, the substrate bias and the external magnetic field independently control the ion energy and 
ion flux incident at the substrate respectively. This means that the advantages of an ion beam deposition 
system can be obtained via high rate magnetron sputtering. 

Figure 2.24 illustrate the two types of unbalanced magnetron configurations can be achieved. Type 
1 possess a stronger central magnet whereby the ion and electron fluxes to the substrate is reduced. Type 
II has stronger outer magnets increasing the ion and electron fluxes to the substrate which as discussed 
yields higher densities and subsequently promotes beneficial ion bombardment effects [72]. Ion currents 
in the range of 3 to 10 mA/cm2 have been reported [72,73]. 

 

 

Figure 2.24: a) Balanced magnetron b) Unbalanced Magnetron type I c) type II  

 

2.2.6 Sputtering Efficiency 
 

Numerous variables have an effect on the outcome of the sputtering process e.g. the RF power, gas 
pressure, deposition time, substrate-to-target height, angle of the target with respect to substrate, 
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substrate temperature, type of substrate. All of these factors influence the properties of the resulting thin 
film [74]. Sputter yield and energy of the bombarding ions are of high importance and are primarily 
dictated by the plasma power [75]. 

 

The sputter yield is defined as the rate of deposition and is a measure of the ratio of atoms ejected 
from the target to high-energy ions incident on the target which is expressed by equation 1.3.8 [76,77] 

 

𝛶 = (#/%012	45	161781,	9:28;7$1<)
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              (2.14) 

	

The sputter efficiency is usually measured in Υ per watt of power applied. The binding energy of the 
target is threshold that must be met or surpassed for the ejection of an atom to occur from its surface. 
This threshold is dependant upon the effect mass of the target atoms and bombarding ions.; It has been 
reported that lower binding energies result in more efficient sputtering [76] Ions must possess enough 
energy upon collision with the target for sputtering to take place which is approximately 25eV. If ions fail 
to possess this level of energy, sputtering cannot take place irrespective of the incident number of ions. 
At high energy levels, a reduction in sputtering rates may also be seen as a result of the ions penetrating 
into the target to deep. The energetic incident electrons on the target do not affect the sputtering process 
because its energy levels are too small to stimulate the collision cascade [78]. 

The momentum collision cascade is the process by the energetic ion incident on the surface of the 
targets causes a sequency of interatomic collisions to occur and subsequently resulting in an atom being 
ejected from the target which is illustrated in figure 2.25. 

 

 

 

 
Figure 2.25 Schematic diagram of momentum collision cascade [79] 
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At the fundamental level, sputtering is a momentum transfer process and therefore sputter yield 
depends on the transfer of momentum between the high energy ions and the target. It has been reported 
that there is a correlation between the rate of sputtering and the atomic masses of the target material 
relative to the bombarding ions; highest rates of sputtering occur when the atomic assess are similar. 
Conversely the greater the difference in atomic mass, the sputtering is not as efficient. Using the noble 
gas that has the closest atomic mass to the sputter target ensures maximum efficiency in this regard [76]. 

Powell et al [76] made the observation of four different physical outcomes of the collision cascade 
depending on the energy of the incident particles. Between 0 and 50 eV, sputtering only takes place in 
highly dense plasma whereby the yield is very poor [80-81]. Commercial PVD sputter systems utilise an 
energy within the moderate range of 50-1000eV. An ion incident upon the target with energies from 1000 
and 50, 000 eV results in dense target-atom cascade whereby the atom-to-atom bonds are ruptured. 
Energy levels greater than 50,000 eV causes a deep implantation of the ions into the target leading to few 
atoms being sputtered and a subsequent poot sputter yield [76]. 

The angle of incident of the bombarding ions also has been reported to have an effect on the sputter 
yield [82-86]. Particles bombarding the target at 90° emit less sputtered atoms compared to ions incident 
at shallower angles [85]. Shallow angles of the collision cascade take place near the surface of the target 
which leads to higher change of the sputtering of an atom. By the same token, if the angle is too shallow, 
the ion will simply deflect of the target surface and thus no sputtering will take place. The ideal sputtering 
angle is between 45° and 50° [84-86]. In RF sputtering, the inclination of the target does not improve the 
angle of the incidence of the ions because the plasma sheath is parallel to the target and the ion impact 
on the target surface is always normal. 

Powell et all identify two types of transparent that take place with varying chamber pressure i.e. 
ballistic transport and diffusive transport. Ballistic pressure is observed at low pressures (1.33 to 1.33x10-

5 mbar). The sputtered atoms traverse the chamber directly to the substrates with minimal collision to 
decelerate them. As a results, these atoms arrive at the substrates with high energies [82-86] and implant 
themselves into the substrate, leading to a thin film that’s finely grained with sufficient adhesion to the 
substrate. At pressures of tens of millibars or above, diffusive transport occurs whereby the collision 
between the sputtered atoms cause a loss in energy which in turn increases the electrostatic forces. The 
implications of this include deposition that’s more likely to be inhomogeneous and a thin film that consists 
of large grain sizes. 

Other factors, such as target positioning, can alter the properties of the plasma and thin films 
produced [87]. This occurs when other gasses, apart from the main working gas, are present in the 
chamber, or when any object within the chamber emits atoms in the form of gas. The presence of such 
gases in the system should alter the property of the plasma emission. 

2.2.7 Summary 
The electric glow discharge is formed by passing current through a noble gas such as Ar at a currents 

ranging from 100 V to several kV. Electrons gain sufficient amount of energy to generate visible light by 
excitations collisions; a phenomenon which is most easily attained by the Interaction between the anode 
and cathode generating a complex circuit current that produces the glow. The striking of glow discharges 
involves formation of restricted electric fields and plasma sheaths at each of the electrodes. Ionisation is 
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a critical part of a glow discharge under equilibrium conduction. DC power is source that could be used to 
power the glow discharge which is frequently used to deposit electrically conductive target materials. 
However, its limitations when it comes to depositing dielectric materials i.e. non conducting insulating 
target materials that can take on polarised charge.  RF sputtering is employed to deposit such materials 
as it alternates the electrical potential of the current neutralising the charge build-up. Magnets have been 
widely implemented to confine the plasma near the target allowing for high ionisation efficiencies, better 
sputter yield and more uniform deposition. Commercial PVD sputter systems utilise an energy within the 
moderate range of 50-1000eV for satisfactory sputter yield. Microwave power sources can also be used 
to strike the plasma whereby a resonant condition is created for the electrons which leads to highly 
efficient ionisation. The next chapter will discuss look into what sort of work has been done with respect 
to characterising and modelling of the plasma and the need for a simple evaluation of the glow discharge. 

 

2.3 Characterisation and Modelling of Plasma 
 

2.3.1 Introduction 
In this chapter, a brief overview of the various methods that are used to characterise and model the 

glow discharge is presented; it will also present need for simplified evaluation of the discharge such that 
applied/materials scientist can get a ‘snapshot’ of the state of plasma and how it correlates with specific 
process parameters rather than delving into complex theoretical physics. 

As discussed in the previous chapter, the plasma in the sputtering procedure is the core of the 
reaction and is fundamental to the deposition of the thin film coatings such as TCOs that are used in wide 
range of applications [88]. By evaluating the plasma, A set standard for deposition procedures can be 
defined, regardless of the machine being used. By considering the sputtering target surface and the 
plasma as a light source, this concept can be explored However, characterising plasma through optical 
spectroscopy is nothing new. Currently, plasma physicists study and investigate plasma by means of 
Emission spectroscopic techniques [89–95]. The diagnosis of laboratory plasma is usually carried out by 
optical emission spectroscopy (OES), through which numerous analytical techniques are established to 
determine the plasma properties, such as electron density, plasma temperature, elements recognition, 
and quantification of elements that are present in the plasma. 

 
The radiative behavior of the atomic constituents of any plasma can only be predicted if the expected 
populations of possible states are known and the atoms obey the Boltzmann distribution for every 
possible state and radiation energy density. Subsequently, it can be assumed that a thermal equilibrium 
condition is present [91–96]. However, creating such a condition in the laboratory would be almost 
impossible, and hence the concept of local thermal equilibrium (LTE) condition is considered. LTE can be 
described as a state where the Boltzmann and Saha equation, which governs the distribution of energy 
level excitation and ionization temperature, are equal to the Maxwell–Boltzmann distribution of free 
electron velocities [95–97]. Achieving the LTE condition depends on defining the plasma by a common 
temperature T and the existence of sufficient large electron density. McWhirter proposed a criterion 
where there is a need for a critical amount of electron density for LTE conditions to exist. This criterion is 
demonstrated by Equation 2.16 where Ne is the electron density, T is the plasma temperature, and ∆E is 
the energy gap [98–101].  
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The temperatures of ions and electrons are directly proportional to their random average kinetic 
energy, and the distribution of velocities for each particle is governed by the Maxwell distribution when 
thermal equilibrium conditions apply. Under the LTE conditions, the same temperature is assumed for 
electrons, ions, and atoms in the plasma and the plasma temperature is referred to as the temperature 
of the electron [91]. Various methods of plasma temperature determination exist, however, the simplest 
method by far is the Ratio method, which utilises the intensity of two spectral lines for calculating the 
temperature of the plasma. The intensity of a spectral line associated with a transition is expressed by 
Equation 2.17. In this equation, Iij is the intensity of transition from state i to state j, Aij is the transition 
probability between the two states, c is the speed of light, N is the number density of electrons, h is the 
plank constant, gj is the statistical weight of the upper level (j) and λij is the wavelength corresponding to 
the transition, Ej is the energy of level (j), T is the excitation temperature and k is the Boltzmann constant, 
and the U(T) is referred to as the partition coefficient, which accounts for the probability and degeneracy 
of the two states (i and j). 
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From the spectral data obtained, two spectral lines can be chosen from the same species and their 
ionization stages, e.g., Ar I, where there is a large difference in the upper energy level. By taking a ratio 
(I1)/(I2) of the intensities of the two selected lines, the constants cancel each other out which yields 
Equation 2.18, where I1 and I2 are the intensity of comparative peaks due to their respective ij transition 
[102]. 
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Solving Equation 2.18 will give the value of T in electron volts. This method is the simplest method of 
calculating the temperature of the plasma, and its accuracy is conditional upon using two lines with a 
maximum difference in their upper energy states. 

 
As an alternative to the ratio method discussed, a method that is referred to as the Boltzmann method 
can be applied to calculate the temperature of the electron. This method also utilises Equation 2.17; 
however, with a rearrangement. The equation is rearranged to give Equation 2.19. Taking the natural 
logarithm of both sides of Equation 2.19 would lead to Equation 2.20 [91,99–102]. 
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By plotting the first term of Equation 2.20 against Ej, the slope of the plot can reveal the value of 1/kT, 
from which value of T can be extracted. The electron density can be calculated by using various methods, 
for example, by applying the Stark broadening relationships. The Stark broadening is caused by the electric 
field of electrons and ions interfering, which results in the broadening of the spectral line. The interference 
of the mentioned electric fields causes fluctuations in the field of plasma as the radiating atoms are 
surrounded by the interfering electrons and ions. The electric field of the electrons or ions causes a 
perturbation of energy levels that are close to the continuum, while simultaneously affecting the 
externally applied electric field, which ultimately causes the observed spectral broadening. The magnitude 
of this broadening in terms of its full width half maximum (FWHM) ∆λ1/2 is given by Equation 2.21. 
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In this equation, ω is the electron impact parameter, A is ionic impact broadening parameter, Ne is 
the electron density, and ND is the Debye shielding parameter. The first term in this equation is associated 
with broadening that is caused by electrons and the second term is associated with the broadening that 
is caused by ions [103]. As the emissions from argon species is considered for the measurements, 
eliminate the second term of the equation that relates to the other ions can be eliminated to obtain 
Equation 2.22 [102–104]. Hence, rearranging the equation and obtaining the ∆λ1/2 value can calculate the 
Ne. 
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All of the methods mentioned so far are some of the OES methods of measuring the electron density 
and electron temperature in a plasma. These methods are familiar among plasma physicists; however, 
when it comes to the application of sputtering plasma and thin film analysis, using the above-mentioned 
techniques will require the necessary expertise and precision spectroscopy and data interpretation. Many 
scientists or operators who use plasma deposition for the preparation of thin film coatings would 
ultimately require a machine that would be easy to use and produce consistent thin film coatings. The 
objective is to simplify the operation of the sputtering technique for the users and possibly propose a 
simpler monitoring diagnostic methodology for the plasma deposition process. 
 
2.3.2 Novel approach to characterising the plasma 
 

This work reports on a novel strategy of the in-situ characterization of plasma in a sputtering process 
by translating the emission spectra into a colour indexing (chromaticity) pattern that is able to quickly 
monitor any changes in the plasma character with a change in the operating parameter conditions during 
the course of the process, which in turn provides a better handle to reflect the instabilities of the tool and 
its optimizing parameters. This is a radical conceptual proposition that can potentially simplify the 
evaluation of the sputtering plasma for applied scientists by theorising a unique characterisation 
parameter for particular plasma deposition conditions, just like a fingerprint. As an analogy can be drawn 
between this work and the human genome that defines each individual person based on the composition 



 38 

and arrangement of billions of complex genetic coding embedded within each person’s DNA, complex 
laboratory procedures can be used to sequence and encode the genetic makeup of individuals; however, 
a simpler approach to distinguish people from one another is to check their fingerprint or iris patterns, 
rather than conducting the complex genetic complexity that defines the individual. Indeed, that is the 
objective of this communication. By considering the plasma as a light source, the focus on its most 
apparent character; its colour; in doing so, patterns can potentially be identified that may relate its colour 
to certain fundamental parameters that are involved in generating the plasma, such as the driving power, 
the working gas, and its pressure. Plans are underway to further investigate the relationship between the 
thin film coatings that are deposited via this technique and the plasma colour with reports in due time. 
The colour of any light source can be mathematically described through what is known as colour spaces. 
A colour space is a completely-specified scheme for describing the colour of light, ordinarily using three 
numerical values (called coordinates). An important colour space, defined by the International 
Commission on Illumination (CIE, the initials of its French name), is the CIE XYZ colour space [105]. 
However, it is wholly defined in terms of human’s perception of light through their eyes. If two instances 
of light appear to a viewer to be the same colour, they are the same colour. Colour is usually recognized 
by the viewer as having two aspects: 

• Luminance, as an indication of the “brightness” of the light. 
• Chromaticity, the property that distinguishes colours. 

Colour is not a primary physical property, like the temperature or pressure of a gas. Colour is related 
to the energy of photons that make up the light. Plotting the intensity of the photon energies (power) that 
are associated with the relevant wavelength will produce a spectral plot. The intensity and distribution of 
the emitted wavelengths that ultimately shape the plot determine the chromaticity of the light; its overall 
“vertical scale” determines its luminance [105]. In fact, there can be several instances of light with 
different spectrums, which nevertheless have the same colour. This situation is called metamerism. 
Through mathematics, the XYZ colour spaces are used to construct the x,y colour function, which is 
presented in figure 2.28A, where the specified area under the defined emission spectrums are used to 
calculate the coordinates in figure 2.28B. 

 
Figure 2.28 (A) The x,y International Commission on Illumination (CIE) chromaticity index. (B) The CIE XYZ colour 
function diagram. 



 39 

A luminance-chromaticity space (figure 2.28B) is then constructed by defining two values; x and y, as 
follows: 

𝑥 =
𝑋

𝑍 + 𝑌 + 𝑋
 (2.23) 

𝑦 =
𝑌

𝑍 + 𝑌 + 𝑋
 

(2.24) 

 

 
In these equations 2.23 and 2.24 , the X, Y, and Z represent the area under emission peaks in the 

regions. By plotting the x against y, the CIE x, y chromaticity diagram is constructed and is used to give a 
specific sense to a particular colour (figure 2.28B). These peaks represent the emission wavelengths from 
the light source at the specific wavelengths. 

 
Another photometric parameter is the radiance and spectral radiance of the plasma light. The 

radiance indicates how much radiant flux is emitted by a surface when it is received by an optical system 
looking at that surface. The radiance value is calculated by measuring the Radiant flux of an emission 
source, which is the radiant energy emitted per unit time. Spectral radiance expresses radiance as a 
function of frequency or wavelength and the spectral plot of the emission is based on the radiance value 
as a magnitude of intensity [105]. 

 
Within a sputtering plasma, a significant number of energy transitions are occurring, leading to a 

complex emission spectrum. These emissions ultimately define and construct the spectral plot of the 
plasma as a light source that is observed in plasma. The efficiency and characteristics of the sputtering 
process depend on the characteristics of the plasma, which in turn depend on the density of the particles 
and energies within the plasma [106]. Through complex procedures, some of which have already 
discussed, the electron temperature and electron density, meta-stable atoms, and ions can be deduced 
and estimated from the spectral plot [107–110]. If the colour parameters can be identified and linked to 
the existing plasma analysis techniques, it can benefit applied scientists to perform and conduct thin film 
depositions and can have an easier method of assessing the specifics of the plasma being used. 

 
Due to the extensive optoelectronic applications, high interest in transparent conductive oxides, such 

as ITO, AZO, and IZO, and their deposition characteristics via plasma sputtering exists and there is plenty 
of literature available from various research groups [111,112]. These materials are of high interest to 
many photovoltaic researchers, and hence this study focussed on evaluating the light from a sputtering 
magnetron plasma source that was fitted with an IZO target and the objective here is to take a radical 
diversion from the complexity of the conventional plasma characterisation techniques and observe the 
colour of the plasma and explore the feasibility of exploiting the colour characteristics of the plasma as an 
indicator of the coating process. A significant number of energy transitions occur in the UV and IR region 
of the spectrum that are not accounted for when constructing a conventional chromaticity diagram; 
however, this work is an initial focus on clarifying the feasibility of such a radical approach, after which 
further efforts can be invested on to modelling a plasma colour analysis system that can provide a shortcut 
into the characterisation of a sputtering plasma. 
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2.3.3 Modelling Background 

As mentioned above, characterising a plasma via optical spectroscopy has been conducted, typically 
by optical emission spectroscopy by which numerous analytical techniques are implemented to determine 
certain properties such as electron density, plasma temperature, elemental recognition and qualification 
of elements present in the plasma. Investigating such complexities requires in depth knowledge and 
understanding of plasma physics not to mention time and effort. With the work carried out on 
characterising the plasma by its light, it serves a steppingstone for the simplified evaluation of the plasma 
discharge. As such, a deeper study on the modelling of a plasma was carried out to investigate whether 
alternative methods could be employed in diagnosing the plasma that further reduces the barrier 
between a materials/applied scientists’ understanding and operation of plasma-based systems. 

It is important to know that modelling of the magnetron sputtering discharge has been reported on 
multiple occasions since the 1980s which can be categorised as either purely mathematical models or 
analytical models. Theoretical models can be subclassified into kinetic models, fluid models or one that is 
based on plasma physics. Regardless, these models need to integrate calculations of the electric field 
based on the applied external voltage as well as the distribution of the charged plasma species. 
Fundamentally, the sputtering process involves the ejection of particles from the target, particle transport 
and the condensation onto the surface of the substrate. So the complete model of the process would 
need to discharge physics, plasma physics and interactions at the material surface. Below is a summary of 
some of the models that have been employed:  

1. Analytical models operate via a simple analytical formula that describes the behaviours of the 
glow discharge parameter e.g. current and voltage. Whilst they are simple and easy to calculate, 
their accuracy is quite poor and can only be applied to specific ranges of deposition conditions 
[113]  

2. Pathway models was originally developed to determine the ionized fraction of the material 
arriving at the substrate and provide an explanation for the low deposition rate in some 
discharges. It is based on monitoring the sputtered material & working gas species within the 
discharge for a better understanding of process in pulsed magnetron sputtering [114]  

3. Fluid models are based on continuity and transport equations for the wide array of discharge 
species as well as Poisson equation so that a self-consistent electric field distribution is obtained. 
It defines the plasma as a continuum. Whilst it is computationally simple, its validity to describe a 
magnetron sputtering discharge has been scrutinised [115] 

4. Ionisation region models are volume-averaged and time dependant. This region is defined as the 
bright glowing plasma near the surface of the target. This time evolution of neutral & charged 
species as well as the electron temperature in a pulsed magnetron sputter discharge can be 
determined based on this model. There are some constraints to this model associated with certain 
experimental parameters and reaction system setup. The model needs to be adapted to an 
existing discharge and then fitted to reproduce the measured discharge current and voltage 
waveforms [116,117].  

5. Hybrid models makes use of the precision of kinetics models whilst taking advantage of the 
computational simplicity of fluid models. The secondary electrons are emitted from the surface 
of the cathode target and are subjected to high energy acceleration within the cathode sheath. 
The electrons can be classified as either ‘fast’ electrons whereby their energy exceeds the 
threshold for inelastic collisions, or slower electrons. These two groups of electrons are treated 
with a kinetic Monte Carlo model and a fluid model respectively. In the hybrid method, ions & 
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bulk electrons and fast electrons are treated by the fluid description and particle model 
respectively [118] though this approached has been critiqued by Kolev and Bogaerts [119]  

6. Simulations pertaining to Direct Monte Carlo involve following many plasma species which are 
represented by test particles. The movement of these particles is impacted by applied forces and 
collides with other particles. These simulations have been used to prediction the spatial 
distribution of the ionisation [120] and ion trajectories [121] in a planar magnetron sputtering.  

7. Boltzmann solver is a numerical model based on solving the Boltzmann equation to obtain the 
electron energy distribution within the discharge. While this is a well established model with a 
high degree of accuracy the Boltzmann equation takes into account the Lorentz force term 
resulting in complex mathematical calculations. Thus, this method has only been use to 
successfully model a cylindrical magnetron sputtering discharge with a coaxial inner cathode and 
an outer anode [122-125].  

8. Monte Carlo collisional simulations is a variation of the Monte Carlo simulation. Newton’s law is 
applied to calculate the trajectories of various species and their collisions are characterised by 
assigning random numbers [126]. In addition, Poisson’s equation is used to calculate the electric 
field distribution self consistently from the displacement of the charged species. This method 
provides spatial distribution of the charged species that’s mapped onto a grid, the electric field 
across the discharge showing the distribution of the charge density which can be used to 
determine the electric field distribution. This approach a powerful numerical method pertaining 
to the analysis of the sputtering discharge. However it is heavily dependant upon immense 
computational power as it tries to dissect the behaviour of the charged species in great detail 
along with solving the Poisson equation [127]. 

The modelling methods mentioned all require a deep understanding and extensive knowledge in the 
field of theoretical plasma physics and statistical mechanics. However, implementing such detailed 
knowledge and complex mathematical models is not feasible at operational levels and industrial scale 
deposition. Moreover, the distribution of the ionisation processes in magnetron sputtering discharges 
does not appear to be uniform along the racetrack. Such processes commonly exhibit Inhomogeneous 
plasma with distinct regions of increased intensity of light that seem to float along the racetrack. The 
presence of rotating dense plasma known as spokes has been reported over the span of a few decades. 
[128-130]. 

The plasma may seem inhomogeneous as the spokes are independent of the configuration of the 
magnetrons i.e. the phenomena has been observed with rectangular, linear & circular magnetron targets 
[131-134]. At higher discharge currents, where power densities are above 3kW, the inhomogeneities 
observed become smoother to yield a homogenous plasma azimuthally [135,136]. This reason for this is 
because of increased electron heating which is a result of a combination of secondary electrons 
acceleration and pure ohmic heating [137]. 

The incorporation of reactive gas yields the formation of compounds on the surface of the target 
which is known as surface poisoning; this detrimentally affects other sputtering discharge parameters like 
secondary electron emission yields, sputter yield and the plasma composition close to the target. In some 
instances, it can lead to a change in the shape of the spoke [138] and subsequent reduction in discharge 
voltage upon the introduction of reactive gas; this has a correlation with a rise in the secondary electron 
emission [139,140] 

In addition to the presence of spokes, the plasma may also show signs of other instabilities. More 
specifically, the plasma may oscillate in a direction such that it is normal to the target surface which is 
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known as breathing instability [141,142]. It is common for spokes and the breathing instability to 
superimpose on each other [141]. 

Electrons can cause localised excitation and ionization as a result of reaching higher potential and 
subsequently becoming energized. This implies that images of spokes reflect that of the potential 
distribution [143]. Held et recently reported that the spokes had a high plasma density, electron 
temperature and plasma potential that the surrounding plasma [144] 

2.3.4 Modelling plasma with artificial neural networks. 

A new & comparatively simplified method for modelling the plasma with the intention to impose all 
the associated complexities and calculations to an artificial neural network has been studied . With the 
assistance of modern computational and graphical power and artificial intelligence based methodologies 
pertaining to data assessment, This work investigates on implementing a novel approach in the evaluation 
of a plasma during the sputter deposition process to assess the qualitative parameters of thin film 
materials as deposition was taking place. There is strong reason to believe that artificial intelligence and 
deep learning methods have the potential and power to fully automate and create a digital shadow for 
the sputtering deposition process on an industrial scale. 

A digital shadow is a historical or retrospec�ve representa�on of a physical en�ty, process or system 
while a digital twin is a virtual representa�on which has the poten�al to formulate solu�ons for problems 
that cannot be resolved with the physical system alone. A shadow is created by aggrega�ng and analysing 
historical data collected from the physical asset or system over �me. Unlike a digital twin, a digital shadow 
does not provide real-�me simula�on or monitoring capabili�es. Instead, it serves as a repository of past 
performance data and insights. Digital shadows are o�en used for post-analysis, trend analysis, historical 
data comparison, and decision-making based on past experiences. They can help iden�fy pa�erns, 
anomalies, and trends in historical data, facilita�ng informed decision-making and future planning. In 
summary, while both digital twins and digital shadows involve digital representa�ons of physical en��es 
or processes, digital twins focus on real-�me simula�on and monitoring for predic�ve analysis and 
op�miza�on, whereas digital shadows are retrospec�ve representa�ons used for historical analysis and 
decision-making based on past data. 

Artificial Neural Networks (ANN) are powerful, scalable, versatile and highly complex which serve as 
the core of deep learning methods. The introduction of high level application programming interfaces 
(APIs) such as KERAS and TENSORFLOW in python programming language has made it convenient to 
implement ANNs. The origins of ANNs go as far back as the 1940s but due to their complexity and need 
for significant computational power, their application was heavily limited. With the rise of modern 
computing power and business entities like Google and Facebook alongside the accessibility of large banks 
of digital data, there is an emergence of ANNs which are outperforming existing machine learning models 
like support vector machines (SVM) which were once market leader as far as popularity and application 
goes. Historical theoretical limitations pertaining to ANNS like the model getting trapped in local minima 
function can be circumvented. Ironically, Multidimensional data possessing sophisticated function 
gradients are least affected by the local minima restriction. 

The units that are part of the construction of ANNs hypothetically mimic the behaviour of biological 
neurons and their interactive connections. However, biological neurons are mysterious and complex by 
nature which is yet to be fully comprehended by neurologists. Thus, the term neuron in this AI context is 
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only used for description purposes and not to mistaken as being equivalent to an actual neuron in terms 
of design and status. The term perceptron was invented to describe the constituents in ANNs in 1957 by 
Frank Rosenblatt. The perceptron calculates a weighted sum of its inputs and applies a function to that 
weighted sum. Figure 2.29 displays how a single perceptron operates in basic mathematical terms. A 
Detailed review of artificial neural networks and deep learning can be found in [145,146] 

 

Figure 2.29. A simple representation of the operation of single perceptron fed with three data (X0,X1,X2) inputs to 
give an output (yˆ)which need to be close to a known (y) value.  

ANNs essentially are based on a collection of connected perceptrons and comprise of input layers, 
hidden layers and output layers. Each perceptron has a weight and threshold associated with it. When an 
ANN consists of deep stack of hidden layers it is known as deep neural network. 

The process involves feeding multidimensional data (vector) to the ANN/DNN via input neurons and 
gets passed through the hidden layers leading to an outcome/value from the output layers.  The model 
will compare the output value to known experimental outputs and train itself by shifting the weights 
(figure 2.30) associated with the perceptron each layer. The model learns by a process known as back 
propagation which was first introduced by David Rumelhart [146] which at its core incorporates gradient 
descent for the calculation of gradient of the networks error. The perceptron will apply weights to the 
inputs, sum up and apply a function (σ) on the outcome, and will adjust the weights through a forward 
and backward loop by implementing a loss function (error factor) until the selected weights result in yˆ 
being as close as possible to y value.  A basic understanding of the principles of deep learning method was 
provided. As this is an exponentially developing field in artificial intelligence and computer science, 
detailed discussion of the complex theories and mechanism of deep learning is beyond the scope of this 
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work. This project explores the feasibility of applying deep learning models to sputter depositions process 
as with the objective of making it more digital. 

 

Figure 2.30. A simplified illustration of the backpropagation process and adjustment of weights by a perceptron.  

The objective of this work was to push all the mentioned complexities into the black box of an 
artificial neural network. With modern computing powers and artificial intelligence (AI)-based data 
assessment methodologies. The aim was to explore implementing an alternative approach in plasma 
diagnostics during the sputter deposition process to assess the qualitative parameters of thin films as they 
were deposited. Artificial intelligence and deep learning can potentially be the answer, if the objective is 
to fully automate and digitise the industrial-scale sputtering process.  

2.3.5 Summary 
Conventional methods of plasma evaluation and diagnosis involve complex plasma physics and 

determination of certain properties such as electron density, plasma temperature, type (and quantity) of 
elements via numerous analytical techniques. A proposal was put forward that plasma can be 
characterized by its light which can provide a general overview for the everyday applied/materials 
scientist. The results of colour characterization of the plasma will be discussed in the next chapter. 
Following on from this work the modelling history of the plasma was detailed. Various methods exist, 
however all require a deep understanding and extensive knowledge in the field of theoretical plasma 
physics and statistical mechanics. Implementing such complex mathematical models is not feasible at 
operational levels and industrial scale deposition. An relatively simplified method for modelling the 
plasma involving Artificial Intelligence has been postulated whereby all the associated complexities & 
calculations are subjected to an artificial neural network. This work paves the way for the digitization and 
automation of the sputter deposition process. 
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Chapter 3  Experimental Methods and Characterisation Techniques 
 

This chapter provides a detailed description of the experimental set-up employed for the wide array 
of experiments conducted during this project. Though the same set-up was used, each set of experiments 
differed from one another and will be detailed in this chapter. In addition, the array of techniques used 
to characterise the thin film samples will be discussed. 

3.1 Experimental set-up 

The sputtering machine used for these experiments was a V6000 unit that was manufactured by 
scientific vacuum systems limited (SVS Ltd., Wokingham, UK) with a vacuum chamber of ~40 cm × 40 cm 
× 40 cm. The magnetron of the V6000 unit was fitted with a six-inch 99.99% pure, Zinc Oxde & Indium Zinc 
Oxide (IZO) target material (of varying compositions) with copper indium back bond for efficient thermal 
dissipation. The working gas used in the experiments was a 95% argon and 5% hydrogen (Ar + H) single-
source mixed-gas cylinder. Spectral data from the plasma was obtained by placing an in-vacuum collimator 
optic probe that was made by Plasus GmbH (Mering, Germany). The probe was installed on the 
magnetron, so that it horizontally collected light from ~1.5 cm away from the surface of the target and at 
a distance of 4 cm from the edge of the target (Figure 3.1 A). The unique feature of the optic collimator is 
the honeycomb structure of the photon inlet, which traps the sputtering particle and prevents gradual 
coating of the collimators quartz window. This is highly important, as any coating of the inlet quartz 
window will undermine the reliability of the data obtained. Thus, A test was carried out on the quartz lens 
for any possible coating by running a continuous 5 hours deposition experiment followed by dismantling 
the collimators (Plasus GmbH, Mering, Germany) and using UV/VIS spectroscopy (Bibby Scientific Ltd, 
Staffs, UK) to check the inlet quartz window for any coatings formed to ensure the data were not 
undermined (Figure 3.1A). The Plasus Emicon Spectrometer (Mering, Germany) that generates a detail 
spectral plot of the emission was used for detailed spectral analysis. The software coupled to the Emicon 
spectrometer was programmed to calculate the area under the peak of the spectral range based on 
predesignated segments of the spectrum. In addition to this, the light collected from the plasma was also 
guided to a 2nd spectrometer; a Jeti Specbos 1201 spectrometer (Jena, Germany) that calculates the 
chromaticity index of the light, the Jeti was programmed, so that, for each measurement, it took 20 
readings and inputted the average.  
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Figure 3.1 (A) In-vacuum collimator optics was placed adjacent to the magnetron and the emission data were 
transferred to the spectrometers via quartz fiber, the distance between the collimator and target edge was 4 
cm. (B) The Collimator. (C) Magnetron with the in-vacuum collimator from the V6000 tool 

 
Figure 3.2. (A) UV/VIS transmission spectroscopy (320 to 900 nm) to ensure the lens was not coated during the 
experiments. (B) Optic collimator with a honeycomb structure 

During each deposition, soda-lime glass slide substrates were thoroughly cleaned and were placed 
in the chamber, with the substrate stage rotating at a speed of 20 rpm. Prior to loading, all substrates 
were washed and sonicated with soap water, acetone and ethanol separately to ensure a clean surface 
before the thin film deposition. 

A wide range of spectral data was collected by fitting an array of targets in the magnetron and depositing 
with varying plasma power and gas flows which will be further outlined subsequently. The 1st set of 
experiments involved the colour characterization of the plasma during the sputter deposition of a range 
of TCO targets to not only diagnose the plasma but also to attempt to investigate the relationship between 
the plasma and the resultant thin film material.  

3.1.1 Experiments for the optical analysis of the Glow Discharge via colour characterisation 
Using the IZO target fitted onto the magnetron, a series of tests were carried out by igniting and 

running the plasma under various conditions. The working gas, working gas pressure, and radio frequency 
(RF) plasma power were varied and data were collected. Two types of working gases were used viz. pure 
Argon (Gas Ar) and 95% Argon: 5% Hydrogen (Gas ArH). Table 3.1 defines the experimental regime 
undertaken. Test 1: where the stability of the plasma was monitored at 100 W under 1.9 × 10 −3 mbar of 
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working gas pressure, under Ar and ArH gas; Test 2: The spectral emission of the plasma was monitored 
while increasing the power of stabilized plasma from 100 to 300 W under 1.9 × 10 −3 mbar of Ar at a rate 
of 100W per minute; Test 3: The spectral emission of an stabilized plasma was monitored at 100 W plasma 
power under various Ar and ArH gas pressures at a rate of 5 x 10-4 per minute. (Note: separate spectral 
analysis of the plasma power was carried out up to 350 W). 

Table 3.1. The experimental regime conducted to obtain the spectral results from the plasma light source 
under various conditions in 3 separate test groups.  

Test Regime Variable Parameter Power (RF) Working Gas Pressure (mbar)  

Test 1 Time 100 W Ar, ArH 1.9 × 10−3 

Test 2 Plasma power 100 W → 300 W Ar 1.9 × 10−3 

Test 3 Gas pressure 100 W Ar, ArH 1.2 × 10−3 → 7 × 10−3 

 

3.1.2 Experiments for the synthesis of Highly conductive Zinc Oxide films 
A range of IZO and ZnO samples were prepared for this experiment. For the IZO samples (S series): 

The magnetron of the V6000 unit was fitted with a six-inch diameter 99.99% pure indium zinc oxide (IZO) 
target (In60-Zn40 at %) material with copper indium back bond. Using this target, ‘seven’ IZO thin film 
depositions were carried out. The growth conditions of these samples can be found in table 3.2. All the 
experiments were carried out at ambient temperature for two hours under a 100W RF plasma power and 
a chamber pressure of 2.3 × 10−3 mbar.  

 Table 3.2 outlines the range of deposition conditions used to synthesise the 7 IZO samples 

Sample ID 
Ar+H  

(sccm) 
Working Gas 

Prior exposure to 
Ar+H Plasma (hr) 

Prior exposure to Ar 
Plasma (hr)  

S1 9 ArH 0 0 

S2 9 ArH 2 0 

S3 9 ArH 4 0 

S4 9 ArH 6 0 

S5 7 
ArH then 

switched to Ar 
8  0 

S6 7 Ar 0 2 

S7 7 Ar 0 4 

 

For ZnO samples (H series): The magnetron was fitted with a six-inch diameter 99.99% pure zinc oxide 
(ZnO) target material with copper indium back bond. Using this target, ‘three’ ZnO thin film depositions 
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were prepared using 150 W RF plasma power with a working gas pressure of 2.3 × 10−3 mbar for exactly 3 
hours under the protocol outlined in table 3.3 

Table 3.3. outlines the range of deposition conditions used to synthesise the array of H:ZnO samples 

Sample ID 
Ar+H 

(sccm)  
Working Gas 

Prior exposure to 
Ar+H Plasma (hr) 

Prior exposure to Ar 
Plasma (hr)  

H0 9 ArH 0 0 

H3 9 ArH 3 0 

H6 9 ArH 6 0 

 

3.1.3 Experiments for investigating the effect of substrate position relative to plasma  
The focus of this experiment was to present the observations made during the deposition highly 

conductive zinc oxide films via RF sputtering with varying positions relative to the discharge. For this 
experiment, a set of chamber pressures were used to deposit films associated with 13.9, 10 and 6 sccm 
Ar + H flow rates resulting in working chamber pressures of 0.3, 0.23 and 0.15 Pa. The depositions were 
carried out under 100, 150 and 200 watts of RF (radio frequency) plasma power under each flow rate.  

The substrates were placed on the substrate holder of the machine, as depicted in figure 3.3, with 
position E indicating a substrate on the edge of the substrate holder, and C indicating the centre of the 
substrate holder position. The substrate was rotating at a speed of 10 rpm in all experiments. Using this 
configuration of substrate positions, thin films of ZnO were deposited under various amounts of plasma 
power and Ar + H flow rates. Table 3.2 presents the regime by which samples were prepared and named, 
where each deposition was carried out for a period of 3 hours. In practice, glass samples were placed in 
between the C and E positions; however, here the focus was primarily on detailed observations associated 
with the E and C positions. The gas flow raw is represented as: high(H) flow rate (13.9 sccm), medium(M) 
flow rate (10 sccm) and low (L) flow rate (6 sccm). For this experiment, 2 collimator probes were used to 
collect the spectral emission data; one was positioned in the centre of the substrate holder and the 2nd 
one was placed at the edge of the holder as depicted in figure 3.4. 
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Figure 3.3. During each of the nine deposition trials, two soda lime glass samples were placed on the substrate holder 
(220 mm diameter), one in the centre and one on the edge (left). To measure the thickness gradient from the centre 
to the edge, a bridge between two masks was designated on an intact glass substrate for profilometric measurements; 
thickness of the samples was measured at the (10–110 mm) distance from centre, as depicted in this figure (right). 

Table 3.4. Nine depositions were carried out under various plasma power and gas flow rates: 

Sample ID 
Position on 

Substrate Holder  
Plasma Power 

(W) 
Gas flow rate (sccm) 

E100H E 100 13.9(H) 

E100M E 100 10(M) 

E100L E 100 6(L) 

E150H E 150 13.9(H) 

E150M E 150 10(M) 

E150L E 150 6 (L) 

E200H E 200 13.9(H) 

E200M E 200 10(M) 

E200L E 200 13.9(L) 

C100H C 100 13.9(H) 

C100M C 100 10(M) 

C100L C 100 6(L) 

C150H C 150 13.9(H) 
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C150M C 150 10(M) 

C150L C 150 6(L) 

C200H C 200 13.9(H) 

C200M C 200 10(M) 

C200L C 200 10(L) 

 

 

Figure 3.4. Schematic diagram illustrating positions of 2 collimators 

 

3.1.4 Experiments for implementing Machine Learning concepts to the sputter deposition 
process 

At this stage of the research, a transitioned was made from using the colour characterisation method 
to utilising Machine Learning/deep learning algorithms for the diagnosis and monitoring of the plasma. 
The experiments conducted generated a substan�al volume of data, comprising emission data across a 
broad wavelength spectrum at specific intervals. Each individual reading comprised a numerical array 
represen�ng emission peaks at par�cular wavelengths. To facilitate the management of the overall 
dataset, random spectra were selected for training the neural network model for each sample. As 
elucidated in Chapter 2, computer vision-based deep learning techniques were u�lized to transform the 
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1D array linked to the spectral data into a 2D tensor. Further elabora�on on the processing of the acquired 
raw data will be provided in the subsequent subsec�ons. 

3.1.4a Artificial Neural Network to predict the sheet resistance of IZO thin films deposited 
via Plasma deposition 

Figure 3.5 presents the experimental stages of this trial where the spectral data emitted from the 
plasma was captured via a collimator and optical fibre during the sputter deposition of the thin films of 
Indium doped zinc oxide (IZO). The sheet resistance value was obtained using the 4-point probe 
measurement system post synthesis. 

 

Figure 3.5. Illustration of the sputtering process and the experimental concept. (a) Plasma deposition; (b) Method of 
collection of spectral data; (c) emission spectrum; (d) Thin film coating; and (e) Characterisation of sheet resistance  

Overall, 114 thin film samples were fabricated. The deposition time and RF power for each run was 
1 hour and 300W respectively at room temperature. The substrate was rotating at 10 rpm. The working 
gas was an Argon/Hydrogen mix (Argon 95%, Hydrogen 5%) from a single cylinder source. The parameter 
that was varied during the coating of the samples was the chamber working pressure which, as mentioned 
earlier, can significantly alter the micro-environment of the plasma and sputtered atoms. Thin film 
depositions were carried out under the following working pressures: 1 × 10−3, 1.5 × 10−3, 1.9 × 10−3, 2.1 × 
10−3, 2.7 × 10−3, 3.3 × 10−3 and 4.1 × 10−3 mbar. 

The data obtained from the spectral map and 4-point probe measurements were plugged into 
equation described in 3.5 which will be described in further detail in this chapter. The ‘x’ values 
represented the emissions at each 0.2nm step of the spectral data and the y value represented the sheet 
resistance of the film. 

ANN Modelling 
Figure 3.6 provides a visual representa�on of the concepts underlying direct ar�ficial neural 

network (ANN) models. In one approach, the spectral data were transformed into vectors, each 
containing the area under peaks spaced 100nm apart. Alterna�vely, the emission intensity at 0.2nm 
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intervals within segments of the plasma spectrum was forma�ed. Subsequently, the forma�ed data was 
inpu�ed into a deep network of perceptrons. Addi�onally, the sheet resistance value of the TCO, 
specifically IZO under examina�on, was associated with each spectral data vector and incorporated into 
the neural network to ini�ate the learning process. 

 

Figure 3.6. Illustration of the theoretical concept. (A) In this approach, spectral data of the plasma in form of point-
by-point spectral intensity values (B) in this approach, spectral data of the plasma in the form of area under the peaks 
at certain intervals  

The model is also fed with the sheet resistance values of IZO, physically measured to enable the 
model to learn from the spectral data to predict the sheet resistance value.  Once the model was fed with 
enough data with known sheet resistance values and sufficiently trained, it was then exposed to spectral 
data without the known outcome to predict the thin film conductivity. This was entirely based on emission 
spectrum of the plasma during the deposition process of the film. 

CNN Modelling 
In a separate set of experiments, the spectral emission of the plasma was converted into an image 

by translating the vectors associated with the emission intensity into a matrix. The matrix was then 
rendered into an image whereby each of the spectral points represented a pixel of the image. These 
images were then fed into convolutional neural network (CNN) so that the learning process could take 
place and subsequently predict the sheet resistance values of the films with respect to its specific 
deposition conditions.  CNNs derive their names from the type of hidden layers it consists of i.e. its 
convolutional and pooling layers to function as opposed to the use of activation functions in conventional 
feed-forward neural networks. CNN is a technique that allows for the extraction of visual features from a 
two dimensional (2d) array in small chunks. Each perceptron in a convolutional layer is responsible for a 
small cluster of layers in the preceding layer and the bounding filter that extracts features and determines 
the cluster of neurons/perceptrons from the initial signal called a kernel. In the experiments that were 
conducted, the plasma emission spectrum was converted into an image and certain type of features were 
extracted from this image using an array of random kernels in a CNN model at which point these were 
converted into a flat single vector and subsequently used for regression analysis (figure 3.7). The kernels 
were selected randomly during the model training and were learned via gradient descent process. 
Ultimately, the convolutional method was designed to downsize the dataset and pick out specific features. 
Mathematical operation and structure of these models was beyond the scope of this work, but further 
discussion can be found in [147-150]. 
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Figure 3.7. Illustration of implementation of a convolutional neural network linked to a regression multilayer ANN 
model for predicting the sheet resistance of the thin films from an image generated from the spectral emission of the 
plasma.  

Several samples were prepared under the above pressures and the spectral data from the plasma 
were gathered. After each deposition, the sheet resistance of the films was measured using a Jandel 
RM3000 four-point probe system, the operating principle of which will be described later on. 

The data were tabulated such that each row represented a sample, The last column denoted the 
calculated sheet resistance, while the other columns, arranged from start to end, represented the signal 
intensity calculated by the spectrometer at each emission wavelength point with a precision of 0.2 nm. 

Figure 3.8 illustrates the spectral peaks of the plasma under four different pressures in a compara�ve 
manner. It visually presents the emission peak spectra and their corresponding intensi�es, comparing 2.1 
mbar against 3.7 mbar and 1 mbar against 4.1 mbar. The goal is for the model to assimilate the spectral 
characteris�cs of the plasma and forecast the sheet resistance of the indium-doped zinc oxide thin films 
solely based on these spectral features, thereby obvia�ng the need for complex plasma physics models. 

 

Figure 3.8. Spectral emission from the sputtering plasma under various chamber pressures. Comparing chamber 
pressures of 2.1 mbar and 3.7 mbar (left) and comparing 1 mbar and 4.1 mbar chamber pressures (right).  

The direct image generated from the spectra was initially utilised to train various convolutional 
neural network (CNN) models. However, none of these models could effectively learn from the image in 
its raw form, as CNN models operate more efficiently with standardized values. Subsequently, the pixel 
values of the image were normalized using two different methods: min-max scaling and standard scaling. 
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𝑥	(minmax 𝑠𝑐𝑎𝑙𝑒𝑑) = H"IJK	(H)
INO(H)"IJK	(H)

        (3.1) 

 

𝑥(𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑠𝑐𝑎𝑙𝑒) = H"µ
s

             (3.2) 

Therefore, the following approaches for preparing and applying the data to train the neural network 
models were pursued: (a) an ANN-based integral approach with 50 nm spectral windows, (b) an ANN-
based spectral approach and (c) a CNN-ANN-based spectral approach that deviated into computer vision 
and image recognition. In this approached, the spectral data was transformed into two-dimensional scaled 
images, incorporating an advanced computer vision techniques with deep learning convolutional neural 
network architecture for image recognition model. This was coupled to a neural network model for 
regression analysis (Figure 3.9). 

 

 

Figure 3.9. Conversion of the spectral plot of the plasma into 2D images formed from scaling the spectral values. (a) 
the original spectra, (b) image directly formed from original spectra, (c) image formed from the standard scaling of 
the original spectra, (d) an image formed from the min max scaling of the original spectra. 

In the preceding step, as each image was technically a matrix of size (50, 90), singular value 
decomposition (SVD) to every single image was applied. The SVD decomposed the image matrix into three 
matrices: a U matrix, which spanned the column space of the image; a V matrix, which spanned the row 
space of the image; and a diagonal matrix holding singular values that were scalers associated with 
consecutive columns of U and V. The whole image was able to be reconstructed from the out product of 
U and V scaled by the diagonal singular value matrix. This is illustrated in figure 3.10. 
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Figure 3.10. The singular value decomposition and reconstruction of a matrix. 

The vectors within U and V were unit vectors. The corresponding singular value served as a scalar, 
providing magnitude to the outer product of these vectors. The condi�on number of a matrix reflects 
the dispersion of informa�on within it and can be computed by dividing the highest singular value of the 
matrix by its lowest singular value. 

Deep learning necessitates vast datasets. Large quan��es of data, comprising feature columns and 
corresponding output columns, are essen�al for training these models. Therefore, the primary objec�ve 
of this research was to accumulate a sufficiently large dataset by con�nuously opera�ng a spu�ering 
deposi�on system, capturing spectral data, and measuring an output value associated with the 
experimentally prepared samples—in this instance, the sheet resistance of the thin films. The data u�lized 
in this chapter were obtained through con�nuous opera�on of the machine over a one-year period. The 
substan�al progress made in deep learning models owes much to the extensive ongoing research efforts 
of data science researchers, which have made these models powerful and straigh�orward to implement. 
Nevertheless, the founda�onal requirement for their implementa�on remains large datasets, 
underscoring the centrality of data acquisi�on in this research endeavour. 

3.1.4b Experiments for Implementing unsupervised deep learning methods to predict 
sputtering plasma features 

The next set of experiments conducted is a follow-up of initial research work carried out on applying 
deep learning concepts to the sputter deposition process. Unsupervised learning; a more intricate and 
multifaceted machine learning concept is explored whereby the spectral data collected from the plasma 
is used to trained models without any well-labelled data or known outcomes. Once the model was trained, 
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attempts were made to use it for accurately predicting the growth conditions of the plasma depositions 
associated with a particular emission spectrum. 

The spectral emission data from the plasma glow of various sputtering targets containing indium oxide, 
zinc oxide, and tin oxide were obtained as detailed in section. The plasma was generated at various power 
and chamber pressures. These spectral data were then converted into two-dimensional arrays by 
implementing a basic array-reshaping technique and a more complex procedure utilizing an unsupervised 
deep-learning technique, known as the self-organizing-maps method. The two-dimensional images 
obtained from each single-emission spectrum of the plasma mimic an image that can then be used to train 
a convolutional neural network model capable of predicting certain plasma features, such as impurity 
levels in the sputtering target, working gas composition, plasma power, and chamber pressure during the 
machine operation. 

In these experiments, seven different targets were fitted: 

1. Pure zinc oxide, 
2. Pure indium oxide 
3. IZO (indium oxide, zinc oxide) 70:30 ratio 
4. IZO (indium oxide, zinc oxide) 60:40 ratio 
5. IZO (indium oxide, zinc oxide) 50:50 ratio 
6. IZO (indium oxide, zinc oxide) 40:60 ratio 
7. ITO (indium oxide, tin oxide) 90:10 ratio 

With each of these targets fitted into the magnetron, a plasma was generated under various 
operating conditions, whereby power, gas-flow rate, and working gas purity (using either pure argon or 
argon with 5% hydrogen content) were altered. With each experiment, collected the spectral data 
associated with plasma glow was collected. 

The primary objective was to investigate how accurately a deep-learning model (convolutional 
neural network models) trained with the spectral data would predict the following parameters using 
only the spectra of a sputtering plasma: 

1. Generation power; 
2. Gas-flow rate; 
3. Level of indium and zinc content in the target; 
4. Presence of hydrogen in the chamber; 

 
The spectral data from the plasma were collected by fitting seven different targets in the magnetron and 
collecting spectral data under varying plasma powers and gas-flow rates, as depicted in Table 3.5. Similar 
to the 1st deep learning experimental method, the spectral data were collected via a collimator fitted next 
to the magnetron. At each single point, spectral data were collected, to have a collection of spectral data 
associated with plasma operating conditions. Overall, a total of 588 spectral data plots were selected for 
deep-learning studies. 

Table 3.5 Different Plasmas generated using a combination of a different deposition parameters. 

Material ITO, IZO, ZnO & InO 



 57 

Working gas Ar & Ar/H 

Plasma power (W) 100, 150 200 

Gas flow (sccm) 3, 5, 6, 7, 8, 9 & 10 

 

Data collection 
These experiments generate a large quantity of numerical data. The spectral emissions were 

collected from 204 nm to 1104 nm at 0.2 nm intervals, which means each single reading was an array of 
4500 numbers representing emission peaks at particular wavelengths. For each sample, 2 random spectra 
were selected for training the neural network model. Therefore, the overall data set was a matrix of 588 
rows and 4500 columns. 

As the intent was to use computer-vision-based deep learning to create the model, there was a need 
to convert the 1-dimensional array associated with the spectral data into a 2dimensional tensor. 

Two approaches were taken to convert the 1-dimensional array into 2D: 

1. Basic cut and stacking. As illustrated in 3.11a, the 4500 long array associated with the 
spectra was cut into 50 segments and stacked to form a matrix of 50 × 90 pixels, as illustrated 
in 3.11b. 
2. By implementing an unsupervised machine-learning technique called self-organizing map 
(SOM), forming a 2-dimensional array of 90 × 90 pixels. The SOM illustrated in figure 3.12 is an 
algorithm that was introduced by Teuvo Kohonen, acting as a non-supervised clustering algorithm 
capable of presenting multidimensional feature data into a two-dimensional map of clusters 
[151]. 
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Figure 3.11 (a)The basic cut-and-stack method of converting a 1-dimensional array to a 2-dimensional array. (b)The 
spectral data were converted into a 2-dimensional matrix. 

 

Figure 3.12 Using the SOM unsupervised deep-learning model to generate a 2-dimensional array from the spectral 
data. The 1-dimensional spectral data array was fed to SOM model and projected onto a 2-dimensional feature map. 

It is important to highlight the fact that prior to forming the 2-dimensional matrices from the spectral 
data, they were scaled via min-max scaling method as per equation 3.1. 

Once the 2-dimensional images were formed, a singular value decomposition (SVD) on the 2-
dimensional matrices was carried out and then reconstructed the matrix by first layer of the SVD model 
as discussed previously. 

Therefore, every spectral datum that related to a particular target at particular RF plasma power and 
gas-flow rate and specific working gas was converted into four separate images. This family of images was 
then used to train a convolutional neural network (CNN) model. Figure 3.12 illustrates the formation of 
four separate images from every spectral datum. Given that there were 588 spectral data, it quadrupled 
as there were 4 image groups (588X4), which were used separately to train a CNN. 
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Figure 3.12 Each spectral datum was converted into four images; a min-max-scaled 2-dimensional array and its SVD 
reconstruction of first layer and a SOM-generated 2-dimensional array and its SVD reconstruction of the first layer. 
The arrows represent the routes to the methods of conversion (original and SOM). 

To appreciate how difficult it was to distinguish the glow of the plasma under various conditions, 
some plots of the plasma spectrum are presented in the following figures: Figure 3.13 presents the 
emission spectrum associated with 9-, 7-, and 3-standard-cubic-centimeter-per-minute argon flow rates 
overlayed (A) and also in a segregated format (B). In figure 3.14, the effect of the presence of 5% hydrogen 
in the argon gas in overlay and segregated form is presented. In figure 3.15, the emission spectrum 
associated with the four different target materials is presented. These spectra reveal some differences if 
precise attention is paid. However, these examples are presented here to illustrate the complexity and 
precision of the spectra in detail. 

 

 

Figure 3.13. (A) Overlay of spectral data at 9, 7, and 3 sccm. (B) Segregation of the spectra. 
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Figure 3.14. (A) Overlay of spectral data relating to pure argon and argon with 5% hydrogen impurity. (B) Segregation 
of the same spectra. (C) Section of the spectra magnified to illustrate the miniscule variation in the spectral data. 

 

 

Figure 3.15. (A) Overlay of spectral data associated with four example target materials. (B) Segregation of the spectra. 

 

The objective was for the CNN model to be able to calculate certain parameters, such as the gas-
flow rate, plasma power, and presence of hydrogen, through computer vision assessment of these 
spectra. This is further illustrated in figure 7.9, where a section between 400 and 600 nm is magnified to 
illustrate the difference between spectra of the same target material at same plasma power and pressure, 
but with 5% hydrogen impurity in one. 

The CNN Model 
The four classes of image forms were used separately to train the CNN model. The structures of the 

CNN model for regression analysis and classification analysis were the same except for the final layer. The 
structure of the CNN model is presented in figure 3.16. The image data were submitted to two steps of 
convolution and max pooling, consecutively, prior to being flattened into a single vector. The vector was 
then used to train an artificial neural network model with four dense layers containing 5000, 5000, 100, 
and 20 neurons each, all bearing a rectified linear-unit function. 

For regression analysis, a final dense layer with a single neuron was used for predicting the gas-flow 
rates and plasma power. The loss function used for the model training was mean squared error. 

For classification analysis, the final dense layer with a single neuron was set up with a sigmoid 
activation function. The loss function used for model training was binary cross entropy. 
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Both the regression and the classification models utilised an Adam optimiser with a learning rate of 
0.001. 

 

 

Figure 3.16. The structure of the CNN model. 

A vital part of this study was its focus on the treatment of the numerical data prior to model training. 
It is a well-known fact that for all deep-learning models, the data need to be scaled or standardised.  

However, a secondary step in scaling the data was carried out. For each emission spectrum, the peak 
intensities were summed, and every intensity to the resolution of 0.2 nm was divided by the total sum. 
The importance of this step is vital to the performance of the models. This operation was performed 
specifically because the temperature of ions and electrons in the plasma are directly proportional to their 
random average kinetic energy, while Maxwell distribution governs the distribution of velocities for each 
particle when thermal equilibrium conditions apply. This has been well detailed in chapter 2.2. 

This method is the simplest approach to calculate the temperature of the plasma, and its accuracy 
is conditional on using two lines, with a maximum difference in their upper energy states. Therefore, there 
are hidden patterns associated with each individual plasma when ratio of peak intensities is considered. 
Therefore, by implementing the operation of representing each 0.2-nanometer peak intensity as a fraction 
of the total intensities, it provides the neural network model with hidden features related to the 
microenvironment of the plasma for the model training. 

The glow from the plasma is a representation of the plasma ingredients, its constituents, and their 
states. It can be assumed that a vast amount of information is embedded in the plasma glow. The objective 
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conducting the experiments associated with deep learning is to extract and exploit this information and 
correlate it with the parameters that are implemented during plasma formation. As these parameters 
ultimately govern the quality and properties of the thin films produced via this method, this is a step 
toward defining a digital shadow for the sputter-deposition system. 

 
3.2 Characterisation Techniques 
3.2.1 Four point probe 

The 4-point probe is a simple apparatus is used to quickly determine the sheet resistance of a sample. 
As the name suggests, it consists of 4 probes which are aligned with one another (and 1mm spacing in 
between) and it measures the resistivity of semiconductor samples by applying a fixed current (I) through 
the two outer probes and measuring the voltage (V) through the two inner probes [152]. This is illustrated 
in figure 3.17. 
 

 
Figure 3.17. Schematic diagram of four-point probe setup 

 
The measurement is taken in both forward and reverse mode, where the direction of the current is 

altered allowing an accurate reading. This allows the measurement of the samples’ sheet resistance which 
can then be used to determine resistivity. Resistivity (r) (W.cm) for a semi-infinite volume is given by eq. 
2.1 [153]. 

r = 2ps hP
Q
i                        (3.3) 

 
Where ‘s’ is the spacing in between the probes and ‘t’ is the thickness of the sample. This applies for 

bulk samples where the sample thickness is greater than the probe spacing in which case the current 
spreading from the outer probe is modelled as a sphere. 
 

There are a number of factors that can affect the accuracy of the measurements. The probes must 
make ohmic contact with the material; if the material has a very low resistance and it is significantly thick, 
it will be immeasurable for the instrument due to the limited range of current source. Thus, for conducting 
materials, only accurate readings can be taken off of thin film samples. In addition to the thickness, the 
shape of the material can also contribute towards measurement errors. It is important to implement a 
correction factor to the samples sheet resistance to take into account the ratio of probe spacing to film 
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thickness/sample diameter. This factor can be determined via a thickness correction factor plot found 
elsewhere [154]. 
 

In the most cases, thickness will be significantly less than that of the probe spacing (thickness, t<<s) 
in which case the correction factor is applied as the current will spread out in rings rather than in sphere: 

 
r	 = 4.53t hP

Q
i , hR

,
i ≥ 0.5                          (3.4) 

 
For this project, the Jandel Model RM3 4-point probe system was employed to measure the sheet 

resistance.  
 

3.2.2 Hall Effect 
The principle of operation of the Hall effect is based on the van der Pauw method. It is a measurement 
technique that accurately measures the resistivity of an arbitrarily shaped thin film with 4 small ohmic 
contacts placed on the corners of the sample.  

 

Figure 3.18. Schematic diagram of a van der Pauw configuration used to determine characteristic resistances RA and 
RB [154] 

 

Van der Pauw method demonstrates that there are two characteristic resistances RA and RB 
corresponding to the terminals as shown in figure 3.18. The characteristics resistances are determined 
by passing current through 1 set of contacts and measuring the voltage from the other two. As per the 
van der Pauw configuration, RA and RB are calculated via the following expressions [154]. 

 

𝑅S =
P&'
Q%"

                  (3.5) 
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𝑅T =
P%&
Q"'

                  (3.6) 

 

RA and RB are related to the sheet resistance via the following equation: 

 

  𝑒𝑥𝑝 h− UV(
V)
i + 𝑒𝑥𝑝 h− UV*

V)
i = 1              (3.7) 

 

From this, the bulk resistivity ρ can be determined via: 

 

  𝜌 = 𝑅,𝑡                (3.8) 

 

To perform the van der Pauw method, the following requirements have to be fulfilled: 

• Sample is flat and uniformly thick 
• Sample is homogenous and isotropic 
• Contacts placed at circumference/edge of sample 
• Area of contact should be at least an order of magnitude smaller than that of sample 
• Surface does not contain any pinholes. 

 

The Hall effect describes the behaviour of the free carriers in a semiconductor material upon the 
application of not only an electric but also a magnetic field. The objective of the hall effect is to determine 
the sheet carrier density ns, by measuring the Hall voltage. If a constant electric current flows through a 
conductor in the presence of a magnetic field perpendicular to the plane of the sample, there is a 
transverse force exerted onto the moving charge carriers by the magnetic field which pushes them to one 
side of the conductor. This leads to a build-up of charge at both sides of the conductor which balances the 
magnetic influence, producing a measurable voltage between the two sides of the semiconductor [152]. 
This measurable transverse voltage is known as the Hall voltage. In addition to the carrier density, the 
measurement of this Hall voltage is also used to determine the nature of conductivity and the carrier 
mobility.  
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Figure 3.19. Schematic diagram of van der Pauw configuration used in the determination of the hall voltage VH [155] 

 

Figure 3.19 provides a visual representation of the Hall effect. To measure the Hall voltage, VH, a 
current, I13, is passed through opposing pair of contacts i.e. 1 and 3 and the Hall voltage (V24) is measured 
across the other pair contacts i.e. 2 and 4 as the sample is subjected to a perpendicular magnetic field. 
Once the VH is determined, the sheet carrier density/concentration can be calculated via the following 
formula: 

 

𝑛, =
QT

W|P+|
                (3.10) 

 

from the known values of I, B, and q where I is current, B is magnetic field strength q is the elementary 
charge. 

The Hall effect system at LSBU consist of discrete hardware of bespoke design allowing for accurate 
measurements. Whilst the majority of the hardware is commercially available, the configuration of the 
system was designed and custom-built consisting of the following components: 

• An Oxford instruments, water cooled variable pole geometry electromagnet (Model N100) which was 
responsible for generating the magnetic field. This was powered by a PC controlled power supply 
(Sorenson XG-100-15) and is capable of achieving a peak field strength of 1 tesla. 

• A custom PC controlled switching unit (developed in-house) to allow for automated reversal of the 
magnet polarity. 

• Keithley measurement system which provided current sourcing, monitoring and voltage 
measurements which were PC controlled via a GPIB cable. This consisted of: 

-A model 7065 Hall effect matrix switching card, housed in a model 7001 switch mainframe which 
automates the multiple source and measuring configurations applied to samples under 
examination 
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- A model 6220 current source capable of supplying current ranging from 100fA to 100mA allowing 
for measurements of samples with wide resistivity ranges. 

-A model 2182A nano-voltmeter capable of measuring voltages in the range of 1nV to 100V with 
a high degree of accuracy. 

• Control of the various hardware components and data logging were achieved via a bespoke software 
solution by Semimetrics Ltd allowing for almost complete automation of the Hall effect measurement 
process upon configuring the initial conditions. 

 

3.2.3 Spectrophotometry 
Spectrophotometry is the quantitative measurement of the reflection and transmission properties of 

a material as a function of wavelength. A spectrophotometer is an instrument that is used to measure the 
intensity of wavelengths in a spectrum (UV-VIS-NIR) of light compared with the intensity of light from a 
standard source. This beam is chopped and diffracted to discreet wavelengths. The light beam is passed 
through a sample and the intensity of light that reaching the detector is measured [156].   
 

 
Figure 3.20. Working principle of double beam spectrophotometry [157] 

 
A typical spectrophotometer such as the Varian Cary 500 is capable of producing and detecting light 

from the UV range, through the visible and into the short-wave IR regions (175-3300nm). It makes use of 
a pair lamps i.e., tungsten and deuterium and a series of shutters and grating to generate the 
monochromatic light in nm steps. A double beam UV visible spectrophotometer is typically used to 
determine the transmission and reflection properties of the samples as seen in figure 3.20. The light 
source strikes the monochromator which selects the light beam with specific analytical wavelengths from 
the source. This is achieved by allowing the polychromatic light to enter the slit of the monochromatic 
instrument and only allowing light with a single wavelength (consisting of a small region of the 
electromagnetic spectrum) to pass through via the exit slit. As mentioned, light is passed through the 
system with one beam being fed directly to a detector as a reference measurement and then the second 
being directed to the measurement area. This beam is then navigated through an array of fixtures 
depending on the requirement of the measurement before it returns to a 2nd detector. The detector 
converts the arrival of photons in the light rays into an electrical signal which allows for the measurement 
of transmission and reflection and subsequent calculation of absorption [158]. 
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Optical properties of the thin films were carried out via a UV-VIS spectrometer (Bibby Scientific Ltd, 
Staffs, UK) by using the absorption data. Tauc plots were made to measure the optical bandgap of the 
material. The plot was made by plotting the hv(a-axis) against the (α-hv)1/2 (y-axis), where the α is the 
absorp�on coefficient of the material. 
 

3.2.4 Stylus Profilometer 
A surface profilometer was employed to measure the thickness of the samples. The mechanically 

based profilometer possesses a stylus which detects the surface and traverses along it whilst maintaining 
contact in order to acquire changes in the surfaces’ height. A feedback loop monitors the mechanical force 
from the sample that is exerted onto the probe as it scans along the system. The profilometer uses a 
feedback system to keep the arm at a fixed setpoint (i.e. torque) and adjustments in the z-position of the 
arm holder to maintain the setpoint can be used to reconstruct the surface [159] which can be seen in in 
figure 3.21.  
 

 
Figure 3.21. Schematic diagram of a basic stylus profiler 
 

The samples were tested for film thickness via a profilometer (Veeco, NY, USA); this was carried out 
by scanning the stylus of the profilometer over a one mm strip of deposited films on a soda-lime glass 
substrate. A removable strip of Kapton tape was used to shield a particular area of the sample from film 
deposition creating a step which the stylus profilometer scanned over for the measurement of film 
thickness. 

 
3.2.5 Scanning Electron Microscopy (SEM) 

A scanning electron microscopy is a powerful instrument used to direct an electron beam from the 
cathode at the surface of a sample (mounted onto an anode) which raster scans the surface to form an 
image. The SEM provides information about the surface morphology of the sample [160]. The interaction 
between the electrons in the beam and the surface of the samples results various being produced which 
can be used to obtain in-depth information about the surface topography and composition.  
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The SEM works by producing highly energised electrons at the top of the column and accelerating 
them down which then pass through a series of magnetic lenses and apertures to yield a focused beam of 
electrons until it finally reaches the surface of the sample. The stage that the sample is mounted on is 
situated in the chamber area and in most cases both the column and the chamber are operated in a 
vacuum; the level of vacuum depends on the design of the microscope.  
 

The position of the electron beam is controlled by a pair of scan coils which sits above the objective 
lens; these coils allow the beam to scan the surface of the sample in a raster fashion revealing information 
about a defined area on the sample and depending on the signal produced from the sample-electron 
interaction, the information is collected by appropriate detectors [161, 162].  
 

These primary electrons, upon impacting the surface, transfer their energy into the surface in a tear 
drop shaped area of interaction. As the electrons in the beam interact with the sample, various signals are 
ejected from the sample i.e. secondary electrons, backscattered electrons and characteristic X-rays as 
shown in figure 3.22. These signals are collected by several detectors to produce an image displayed on 
the computer screen. The sample is penetrated by the electron beam by a few microns which varies with 
the accelerating voltage and density of the sample.  

 
 Figure 3.22. Schematic diagram of the sample-electron interaction ejecting various signals 
 
Since the SEM relies on a beam of electrons to image, it is essential that the samples being investigate 
are charge free as it can result in distortion and/or image drift during high resolution image capture, 
which is take at a slower raster scan rate. If the sample is of a non-conductive nature then it is usually 
sputter-coated with thin film of gold (<5nm) beforehand to ensure a conductive path is created without 
comprising surface features [163]. 

 

3.2.6 EDS 
Energy-dispersive X-ray spectroscopy (EDS) is a powerful tool that allows the analysis of the 

elemental composition of the desired thin film sample. The principle of operation is the capacity of high 
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energy electromagnetic radiation (i.e. X-rays) to eject core electrons (i.e. inner shell electrons) from an 
atom in the sample. This principle is known as Mosley’s Law which states that there is a direct correlation 
between the frequency of light release and the atomic number of the atom. 

Ejecting these inner shell electrons from the atom will results in a vacant site or a hole which can be 
occupied by a higher energy electron; it will release energy as it relaxes into the hole. The energy that is 
released during the relaxation process is unique to each element found on the periodic table and the 
bombardment of a thin film sample with X-rays permits the identification of elements and to which degree 
these are present. 

A schematic diagram illustrates the principle of operation of EDS (figure 3.23). The letters K, L and M 
signify the ‘n’ value that electrons in that shell occupy. For K electrons, which occupy the innermost shell, 
n=1 while α and β denote the size of the transition. For example, relaxation of an electron from L to K is 
described as Kα while going from M to K would be defined as Kβ transition. This method used to describe 
the process as a whole is known as Siegbahn notation. 

 

 

Figure 3.23. Schematic diagram illustrating the ejection and relaxation of electrons in an atom [164] 
 

The films prepared via the experiments outlined in 3.1.2 were consequently characterised using a 
Zeiss Supra VP35 Field Emission Gun Scanning Electron Microscope equipped with an EDAX Octane Super 
Energy Dispersive Spectrometer (Ametek, Darmstadt, Germany) (Energy-dispersive X-Ray spectroscopy, 
EDS) to evaluate the homogeneity and morphology of the film and gather indication on the film chemical 
composition, in particular the In/Zn ratio (samples S1 to S7) or level of contaminants in the pure ZnO films 
(samples H0, H3 and H6). The films were also investigated using diffraction techniques, both electron 
backscatter diffraction (within the Zeiss Supra FEG-SEM equipped with an EDAX DigiView EBSD camera, 
Darmstadt, Germany). 

 
3.3 Summary 

An array of thin film IZO and hydrogen doped ZnO samples with varying growth conditions were 
deposited via RF magnetron sputtering. For experiments involving the analysis of the plasma via the colour 
characterisation method, the glow discharge during deposition was exposed to two different 
spectrometers as discussed in section 2.1, one to calculate the chromaticity of light and the other to 



 70 

acquire the emission spectrum. For experiments pertaining to machine learning, the spectral emission of 
the plasma was converted into a format that was interpretable for a number machine learning/ deep 
learning models. The well-trained models were given the task to predict certain features of the resultant 
thin film samples and growth conditions associated with a particular emission spectrum. The thin film 
samples were subjected to surface, opto-electronic and electrical characterisation. 
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Chapter 4  Optical Analysis of RF Sputtering Plasma through Colour 
Characterization  
 

In this chapter, as mentioned in the literature review (Chapter 2.3), a novel strategy of the in-situ 
characterisation of plasma in a sputtering process has been reported by translating the emission spectra 
into a colour indexing (chromaticity) pattern that is able to quickly monitor any changes in the plasma 
character with a change in the operating parameter conditions during the course of the process, which in 
turn provides a better handle to reflect the instabilities of the tool and its optimising parameters. The 
materials and methods employed for this experiment can be found in 3.1.1.  

4.1 Results 
4.1.1 Chromaticity of the Plasma Emissions 
The emission characteristics in terms of the whole spectral plot and the chromaticity index were 

obtained for each test group. 
 
Test 1, from the moment that the plasma is ignited, the spectral data can be obtained from it. 

However, by plotting the chromaticity x, y values of the plasma light from a cold start, these values will 
keep varying for up to 2 h. After 2 h, the variance in the x and y values that were obtained will significantly 
reduce; this is the point the plasma can be considered to be stabilized or more stable. figure 4.1 presents 
this observation. The x and y data obtained from the plasma during the first hour of ignition at 100 W for 
a magnetron fitted with Indium Zinc Oxide (IZO) target under gas Ar (A,B) and gas ArH (C,D) along with 
data obtained 2 h after ignition. During this 1 h interval the plots remain relatively stable. The stabilized 
data were gathered over an additional thirty minutes period. As it can be seen (A,C) prior to stabilisation 
the x,y coordinates are scattered across the plot area until the plasma is stabilized at which point the plots 
fall within close proximity (B,D). 

  
(A) (B) 

  
(C) (D) 
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Figure 4.1. The x and y data obtained from the plasma during the first hour of ignition at 100 W for a 
magnetron fitted with Indium Zinc Oxide (IZO) target under gas Ar (A,B) and gas ArH (C,D).  

To demonstrate the complexity of relying on the conventional methods, such as the peak intensity 
ratio method, to monitor the progress of the plasma toward stability, the spectral plot of the 100 W Argon 
plasma over a period of one hundred and thirty minutes post-plasma ignition are presented in figure 4.2. 
As an example, particular transitions that were previously evaluated by other authors for measuring 
electron temperature and density were chosen to measure these data [165]. The ratio plot that is 
presented in figure 4.2A is related to the intensity ratio of 404.44 nm (Ar-I) transition 3s23p5(2P°1/2)5p 
2[3/2] 2 to 3s23p5(2P°3/2)4s 2[3/2]° 1 and 426.62 nm (Ar-I) transition 3s23p5(2P°3/2)5p 2[3/2] 2 to 
3s23p5(2P°3/2)4s 2[3/2]° 1. The ratio plot presented in figure 4.2B is related to the intensity ratio of 
480.60 nm (Ar-II) transition 3s23p4(3P)4p 4P° [5/2] to 3s23p4(3P)4s 4P [5/2] and the 470.23 nm (Ar-I) 
transition 3s23p5(2P°3/2)5p 2[1/2] 1 to 3s23p5(2P°1/2)4s 2[1/2]° 1. It can be seen that it will be 
challenging to apply the peak intensity method as an instant real time monitoring technique. This 
highlights the novelty of using colour function as a mean to monitor the plasma stability as the 
chromaticity plot of the x and y values clearly demonstrates a linear path toward the stable x, y 
chromaticity values. 

  
(A) (B) 

Figure 4.2. The intensity ration of four peaks are presented over 130 min. (A) The intensity ratio of the (Ar 
I) 404.44 nm and the (Ar I) 426.62 nm emission peaks. (B) The intensity ratio of the (Ar I) 470.4 nm and the 
480.60 nm emission peaks. 

Test 2, the RF power that was used to ignite and run the plasma is the source of energy for ionising 
the working gas and driving the sputtering process. Higher energy will result in more excited and 
metastable atoms to be created, and consequently will increase the bombardment of the target surface. 
During this part of the investigation, after stabilising the plasma at 100 W, the power was increased up to 
300 W ( at a rate of 100W per minute) and data was collected at ~9 s intervals under argon. A clear linear 
relationship can be observed between the chromaticity value and the plasma power, as presented in 
figure 4.3. The values of x and y decrease with increasing the RF power and a shift toward blue in a linear 
manner is also observed.  
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Figure 4.3. The relationship between the power of plasma (radio frequency (RF)) and the x and y values. 

In Test 3, an interesting pattern is observed by increasing the pressure of the chamber under each 
Gas (Ar or ArH), after the plasma has been stabilized, which is highlighted in figures 4.4 and 4.5. The test 
was started with the lowest pressure achievable based on the mass flow controller of the machine (1.2 × 
10−3 mbar) and then the pressure was increased. With increasing the pressure, the x and y values start to 
increase, but, at a certain point, a loop is made (a U-turn shape) and it starts to decrease with higher 
pressure indicating that the colour is initially shifting toward white and then reverting toward blue. 

Table 4.1. The x and y data obtained by Jeti spectrometer from the plasma at 100 W, and 2 h after stabilization 
for a magnetron fitted with IZO target under gas Ar at various pressures 

Pressure 

(x10-3 mbar) 
x y 

1.20 0.3396 0.2634 

1.50 0.3439 0.3668 

2.00 0.3481 0.2678 

2.50 0.3498 0.2691 

3.00 0.3500 0.2677 

3.50 0.3505 0.2665 

4.00 0.3505 0.2648 

4.50 0.3500 0.2640 

5.00 0.3487 0.2625 

5.50 0.3485 0.2614 

300 W

100 W

0.18

0.2

0.22

0.24

0.26

0.28

0.3 0.31 0.32 0.33 0.34 0.35

Y

X

Relationship between plasma power and 
chromaticity
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6.00 0.3479 0.2606 

 

 

 
 (A) 

 
(B) 

Figure 4.4. (A). As the Argon pressure is increased, the x and y values increase until about 2.5 × 10−3 mbar 
and then start to decrease. (B) The x and y plot demonstrates a U-turn formation. 

Table 4.2. The x and y data obtained by Jeti spectrometer from the plasma at 100 W, and 2 h after 
stabilization for a magnetron fitted with IZO target under gas ArH at various pressures 

Pressure x y 
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(x10-3 mbar) 

1.20 0.3361 0.2609 

1.50 0.3429 0.2663 

2.00 0.3480 0.2689 

2.50 0.3497 0.2691 

3.00 0.3502 0.2677 

3.50 0.3506 0.2672 

4.00 0.3512 0.2670 

4.50 0.3495 0.2646 

5.00 0.3489 0.2642 

5.50 0.3490 0.2624 

6.00 0.3488 0.2615 

6.50 0.3482 0.2612 

7.00 0.3470 0.2590 

 

 

 
 (A) 
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(B) 

Figure 4.5. (A). As the Argon Hydrogen mix pressure is increased, the x and y values increase until about 
2.5 × 10−3 mbar and then start to decrease. (B). The x and y plot demonstrates a U-turn formation, indicating 
that the colour is initially shifting toward white and then reverting toward blue . 

The spectral plot of the plasma emission under various pressures clearly shows an increase in the 
intensity of some of the transition lines with increasing the pressure, which ultimately affects the x and y 
reading (for example, the data obtained from IZO target and Argon gas at various pressures is presented 
in figure 4.6). 

 
(A) 
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(B) 

Figure 4.6. The effect of working gas pressure observed on the spectral plot (200 to 600 nm) of the plasma 
with IZO target and Argon gas only at various working gas pressures.  

When compared to the x and y plots in figures 4.4 and 4.5, it can be observed from the spectra that 
there is an increase in the intensity of certain peaks which makes the assessment of the data complex 
with further evaluation. All of these increases in intensity can be summarised as presented in figures 4.4 
and 4.5 by evaluating the colour of the plasma discharge. The inset in the second section of the plot 
demonstrates the complexity of analysing every single peak for the amount of slight increase in one of 
the peaks. (A): spectral plot 200 to 400nm; (B): spectral plot from 400 to 600nm. 

 
The rise in the intensity of all the peaks is simply due to the larger number of excited atoms and well 

known, however, the exact mechanism by which the x, y values make such a U-turn pattern is possibly 
related to complex switching of the electronic transitions, and hence it is related to the area under 
emission peaks of certain transitions across the spectrum and these peak areas are related to the 
microenvironment of the plasma and the interaction of the plasma constituents, distribution of energy, 
electron temperature, and charge densities involved, but the exact mechanism needs further attention 
and research, this suggests that there is a possibility of correlating the colour to the plasma’s physical 
state. 

This is currently being investigated by the authors through the monitoring of the above-mentioned 
factors affecting the plasma constituents and will be reported separately. Here, the core of the current 
communication is a focus on the currently observed data in terms of colour indications. 

 
Finally, another particular observation was made; once the IZO target material is exposed to gas ArH 

and under a stable plasma, switching from ArH to Ar does not lead into a direct swift stable reading, rather 
for a period up to ~1 h, the values of x and y fluctuate. The fluctuation is only observed when going from 
gas ArH to Ar, and not from Ar to ArH under the same protocol, which indicates the possible incorporation 
of hydrogen into the target material similar to the target poisoning process, however this cannot be 
verified prior to close investigation of the target material. figure 4.7 presents this observation. 
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Figure 4.7. Chromaticity (x, y) diagram of:. (A) Switching from Ar to ArH occurs swiftly. (B) Switching from 
ArH to Ar,  

The plasma colour demonstrates a colour change as the x,y values change over the course of ~1 h 
prior to stabilisation in a linear fashion after the target has been exposed to Argon/Hydrogen mixture. 
This observation can be interpreted as either the rate by which hydrogen is disappearing from the 
chamber and/or possible formation of target hydrogen compounds at the surface of the target 
(target poisoning by hydrogen) and the time that is required for the target to revert back its original 
state while switching from Ar to ArH does not demonstrate any pattern, rather a swift instant jump 
is observed. 

4.1.2 Optical Emission Spectroscopy of the Plasma Emissions 
In the previous section, The focus was on the chromaticity (colour) of the emission, parallel to these 

studies Results from optical emission spectroscopy of the plasma was obtained, which are associated with 
the experiments involving only the Argon gas as a comparative guide to enable to discuss the observations 
seen through chromaticity analysis. 

 
During Test 1, the stability of the plasma was monitored through the colour functions, at the same 

time,  the optical emission data of the spectra was obtained and divided the spectrum to seven sections: 
a, b, c, d, e, f, and the UV. Figure 4.8 presents these sections; the UV covered emissions from 300–400 
nm, a: 400–430, b: 431–449, c: 450–500, d: 500–600, e: 600–700, and f: 700–800 nm. The area under each 
region was calculated and monitored. The area via integral under each peak region was then used for 
further analysis of the data to monitor the variations of the area as a dependent of various experimental 
parameters that was already discussed; duration of emission stability, RF power applied to the magnetron, 
and the various operating Argon pressures. 

 
Figure 4.8. The emission spectra of the plasma were segmented into seven sections. The area under each 
region was calculated and monitored. 
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(A) 

 
(B) 

Figure 4.9. The emission spectrum and the associated Argon, Indium, Zinc and Oxygen states within far 
infra-red (A) and the UV section (B) of the spectrum obtained from the sputtering plasma.  
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(A) 

 
(B) 

 
(C) 
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Figure 4.10. The emission spectrum and the associated Argon, Indium, Zinc, and Oxygen states within the 
400–700 nm section of the spectrum obtained from the sputtering plasma. Spectral range, (A):400-500nm, 
(B)500-600nm, (C):600-700nm. 

The area under all of the regions was summed, and then the ratio of the area under each section of 
the study was calculated as a percentage of the total area under the peaks to visualise how the emissions 
from the associated transition changed during plasma stabilisation and when the parameters, i.e., power 
and Argon pressure, were changed. In figure 4.11, the stability of the plasma over time is monitored over 
a total period of 5000 s at intervals 1000 s, e.g., T1: 0 to 1000 s, T2: 1000–2000 s, etc. 

It can be seen that some of these regions demonstrate a progressive increase in their emission ratio 
when compared to the overall ratio, while some demonstrate a reduced ratio of emission to the whole 
emission intensity. Ultimately, the area under the peak readings tend to move toward stabilisation, and 
is this very much in agreement with mentioned observation associated with the chromaticity data. 

 

 

Figure 4.11. Plot demonstrating the ratio of peak in (a) 400-430nm (b) 431-449nm (c) 450-500nm (d) 500-
600nm (e) 600-700nm (f) 700-800nm wavelength range to the total spectral area under the peak during 
the first 5000 s from the ignition of the plasma. The time series is divided into five sections of 1000 s. 

Figure 4.12 presents the effect of the RF power applied to the magnetron on the emission peak areas 
of the spectral segments, where it is clearly noticeable that an increase in the emission ratio is observed 
in sections a, b, and c, while d, e, and f demonstrate a reduction. There seems to be a linear trend in both 
cases. This is interesting and it matches the observation of the chromaticity indices, which also 
demonstrated a linear relationship with plasma generating power. 
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Figure 4.12. Plot demonstrating the ratio (to the total spectral cover from 300 to 800 nm) of the area under 
the peak in each of the segments with RF plasma power for the IZO deposition. 

Figure 4.13 presents the effect of the chamber pressure on the regions of the emission spectrum and 
the ratio of the peak areas to the overall area covered. Just like the previous cases, it can be seen that the 
different sections of the spectrum demonstrate different trends in terms of increase or decrease of the 
peak areas. Once again, each section is demonstrating either an increasing or decreasing ratio of emission 
areas to the overall spectral emission area under the peaks. Although the UV emission region (300–400 
nm) and the f section of the spectrum (700 to 800 nm) are not used for calculating the chromaticity 
indicates, the data were presented here to demonstrate the spectral property of the plasma at those 
regions. The results for the UV section of the spectrum are separately presented in figure 4.14. Where the 
UV emissions peak area demonstrate an increasing trend over the 5000s period and demonstrate a 
linearly increasing relationship with the plasma power, the higher chamber pressure seems to reduce the 
ratio of the UV emissions to the overall emission within the spectrum. 

 
Figure 4.13. These data demonstrate the ratio (to the total spectral cover from 300 to 800 nm) of the area 
under the peak in each of the segments in response to varying the chamber pressure for fabrication of IZO. 
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Figure 4.14. (a): Plot stability test over 5000 seconds period, (b): Effect of plasma power on UV emission ratio, 
(c): Effect of pressure on UV emission ratio.   

Figure 4.14 demonstrates the ratio (to the total spectral cover from 300 to 800 nm) of the area under 
the peak in the UV section (300–400 nm) of the spectrum. The UV emissions demonstrate an 
increasing trend over the 5000 s period, followed by a slight decline and they demonstrate a linearly 
increasing relationship with the plasma power. The higher chamber pressure seems to be reducing 
the ratio of the UV emissions to the overall emission within the spectrum. 

4.2 Discussion 
This study demonstrated how the complex analysis of the emission spectrum can be summarised by 

applying the colour coordinates of the plasma light. The calculation of the colour functions is extracted 
through the area that is covered under the emission peaks of the plasma light that are affected by various 
parameters. Higher plasma power simply provides more energy toward the ionization of the working gas 
atoms. A higher density of ionized atoms, in turn, give a higher flux of emission and, as such, increase the 
intensity of the spectra. By increasing the power of the plasma, the number and momentum of the argon 
ions and sputtering particles are both increased, which results in higher bombardment rate of the target 
surface and higher mobility of the atoms at the deposited thin film surface. The higher mobility of the 
atoms will reduce the stress at the thin film surface, and hence facilitates further crystallisation [166]. 

 
The discharge current linearly increases with increasing the plasma power, irrespective of the 

chamber pressure. The energy of the sputtered atoms arriving at the surface of the substrate increases 
with increasing the plasma power. Parallel to this, the effect of high energy bombardment of the substrate 
surface is also increased, providing thermal energy at the surface atoms to become more mobile. Overall, 
the higher plasma power should lead to more crystalline deposition of thin films. However, excessive 
power can have an adverse effect by causing degradation of the thin film surface, resulting in high defect 
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density [167]. Based on the colour functions of the plasma, a linear relationship with the plasma power 
has been demonstrated, hence giving this technique the potential of defining a relationship between the 
film properties and the x and y colour coordinates, which will be potentially be explored this further in 
future work. 

 
If all of the peaks would increase at the same rate with increasing the power, the chromaticity 

parameters should not change, but in figure 4.3 There is a linear trend in how the x and y values are 
plotted against each other. This indicates that as the plasma power is increased and different energy 
bands tend to respond to the higher magnitude of the power. This is currently under investigation and 
the reason that section 400 to 500 nm section of the spectrum divided into three sections to progress 
one’s understanding of this observation; however, as yet, the findings are not conclusive and hence no 
further explanation or claims can be made at present. However, from an applied scientist or an operator 
of a plasma deposition system, the relationship observed in figure 4.3 is a simple observational method if 
in depth an operator does not require theoretical knowledge. The broadening of the spectral lines, as 
discussed in the introduction, are ultimately related to the electron density via the stark broadening 
process.  

 
The colour functions are calculated from the area under the emission peaks, hence this broadening 

is taken into consideration during the colour coordinate measurements and present a simplified form of 
data for the operator, who may be only interested in basic monitoring protocols and not necessarily wish 
to indulge in to the complex statistical mechanics of the plasma. A similar argument can be applied for 
the emission line shapes which are strongly influenced by the interaction of the radiating atoms or ions 
with surrounding particles. All of the spectral data that were obtained during these experiments were 
carried out using the same distance between the collimator head and the plasma. It is important to 
acknowledge that this distance is highly important and it can influence the spectra of the plasma and it is 
part of the ongoing research objectives to investigate various distances of the collimator and the plasma.  

 
Through the data presented in figure 4.2, it has also been demonstrated that, when trying to identify 

the stability of the plasma through the line ratio method, there may be confusion as certain peaks may 
increase or decrease, irrespective of their initial magnitude and ratio, while the proposed colour index 
values can provide a simple route to follow. Figure 4.10 presents some of the possible transitions that 
need assessment when using the conventional line intensity techniques, while, through colour coordinate 
calculations, the overall area of the peaks is considered, hence simplifying the monitoring process for a 
user with limited need of extensive plasma physics knowledge. However, the colour coordinates do not 
take into consideration the emissions in the UV and far-red part of the spectrum. Hence, an alternative 
colour function for this application can be envisaged. If this method is matured in the future, then it can 
be beneficial for applied scientists and those who utilise plasma sputtering for thin film coatings and 
depositions. The colour of the plasma is derived by the quantity and state of various meta-stable atoms 
and ions that constitute it. In an analogical overview, a simplified shortcut can be established to 
characterise the plasma by being able to identify the relationship between the colour of the plasma and 
physical events within the plasma, just as the fingerprint pattern is used to characterise people rather 
than their individual genome sequence. 

 
Higher chamber pressure lowers the voltage at which the plasma can be ignited and maintained. This 

is because higher chamber pressure increases the probability of the ionisation process of argon. Higher 
chamber pressure on the other hand means that more argon atoms are available to be energised to 
bombard the target surface; however, a higher concentration of argon atoms means that there will be 
more collision between the sputtered atoms or ions and argon atoms. These collisions can lead to lesser 
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energetic atoms arriving at the surface of the substrate [168]. A correlation can clearly be seen between 
the x and y coordinates of the chromaticity index of the plasma light and certain parameters, such as 
plasma stability, the working gas and the associated chamber pressure and the plasma power that affect 
the x and y values. This highlights a clear potential of pursuing and investigating the proposed concept 
and, if successful for a given target material to be sputtered, regardless of the manufacturer of the 
sputtering deposition machine, matching the colour parameters can indicate exact similar plasma 
operating conditions. Meanwhile, theoretically, there is a possibility of operating a plasma under two 
different conditions and getting similar colour values, which has been partially investigated, where, by 
altering the chamber pressure and plasma power, similar x or y values can be mimicked, but having an 
identical x and y values at the same time so far has not been observed, this itself will be a future 
experimental protocol. 

The x and y coordinates can give an excellent, easy indication of the point at which the plasma is 
stable when compared to more complex calculation methods. The stabilisation process itself is an 
interesting concept to consider, slight variation in parameters that are required for driving plasma can 
create unstable conditions, and the colour factor can be an excellent indicator of this. 

 
4.3 Conclusion 

This work demonstrated that, under unique chamber pressure and plasma power, there can be a 
distinct x and y value that can be utilised by the operators of the machine to create a library of the thin 
film property relevant to particular x and y coordinate values, making the process of monitoring the thin 
film quality significantly easy. However, what has been reported here is just the beginning of a concept 
that bears potential. The colour coordinates that are driven from the plasma here do not take into 
consideration the UV and IR emissions. The work presented in this chapter has also been peer-reviewed 
and published [169]. 

Additionally, in future efforts, the relationship between the coating properties and the plasma 
photometric need to be established. Future efforts on further investigation of this concept require 
establishing the relationship between the chromaticity parameters and the plasma’s inner parameters, 
such as electron temperature and charge density, which enables formulating a reliable relationship 
between the mentioned factors. Thereby, the first step in any future development of this concept is to 
prepare and create an alternative colour coding that will take the UV and IR emissions into account and 
will create a colour index beyond one’s vision. 
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Chapter 5  Highly Conductive Zinc Oxide Films Prepared Using RF 
Plasma Sputtering Under Reducing Atmosphere 
 

The previous chapter presented relationships between the plasma operating parameters such as 
plasma power and chamber pressure can be established with the colour functions of the plasma was 
demonstrated. The colour functions are driven from the area under the peaks of the emission spectrum 
of any light source, and by treating the plasma as a light source A proposal was put forward that it can be 
evaluated based on its colour. A significant observation has been demonstrated regarding the effect of 
hydrogen on shifting of the colour functions and how these functions behaved once the sputtering target 
was exposed to hydrogen. This study takes a closer look at this methodology with an emphasis on detailed 
monitoring of the sputtering plasma during IZO preparation with argon (Ar) and argon/hydrogen (5%) gas 
mix (Ar + H) as the working gas. An investigation on the effect of consecutive exposure of pure ZnO target 
to (Ar + H) on the electrical properties of ZnO films without any target material doping as a precursor was 
carried out. The sample preparation and experimental methods have been outlined in 3.1.2. 

5.1 Results and Discussion 
Evaluation of the EDS system accuracy and best practice for the chemical analyses of the films was 

performed using InAs of MAC reference sample #3601. The analyses of the standards were performed at 
20 and 10 kV to evaluate the differences in the quantitative analyses (table 4.1) and select the optimal 
conditions. Only atomic percent was under scrutiny because the analyses aimed to identify the ratio of 
In/Zn in the IZO films following the different deposition conditions. Columns highlighted in grey are the 
columns indicating the ratio between the In/Zn cations in the films and In/As cation in the reference 
material used for the evaluation of the analytical best practice. 

It can be observed in table 5.1 that the system used tends to overestimate the lighter elements both 
at 20 and 10 kV. When the carbon build-up is considered in the quantification, the atomic % calculation 
seems to show better agreement with the certified values. The correlation of the quantification at 10 and 
20 kV seems to be consistent, however, further overestimation of the lighter elements can be observed 
at 10 kV. 

If this is applied to the films it can be inferred that the measurement at 20 kV is closer to the 
composition of the films, however, potential underestimation of indium could be applied. In the reference 
material at 20 kV, a wider scatter of results can be seen, however, the results are constantly closer to the 
certified results (ratio 1, atomic % 50/50) while the results are more constant at 10 kV, however they are 
further from the certified values overall. 

Theoretically, the results at 10 kV might be more representative of the ratio of In/Zn in the films since the 
volume of the interaction of the beam is more limited to the surface of the samples, hence, the final 
spectrum includes only a very limited amount of the elements present in the glass slide which forms the 
substrate of the film. However, the indication obtained by the presence of carbon build-up in the analysis 
indicates that an overall evaluation of all elements present in the volume of interaction might be closer 
to the truthful composition of the material, hence, the data obtained at 20 kV will be used as a 
characteristic of the films under analyses. 
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Table 5.1. Energy-dispersive X-ray spectroscopy (EDS) investigation of the films (S1 to S7) at 10 and 20 kV 

 

 

5.1.1 Film Morphology, Composition and Crystallinity Characteristics 
Secondary electron images of samples S1 to S7 showed a high homogeneity of the film surface 

(figure 5.1 A & B). Some samples show oriented linear marks (samples S6 and S7). All samples (using 
both Ar + H gas and Ar only) show areas with flower-like structures, identifiable as formation islands 
(figure 5.2 C & D) with dimensions varying between 1 and 10 microns. 
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Figure 5.1. (A) The smooth homogenous surface of S6; (B) homogenous distribution of the film in sample S7 (C) 
secondary electron image of sample S2 (D) secondary electron image of sample S5  

 

The compositions of the thin films obtained at 20 kV (as discussed above, the validity of the results 
obtained at different kV was assessed using a reference material to identify which one is most 
representative, and 20 kV was deemed to be so) show an indium/zinc ratio of 2.3 to 1 to 3.1 to 1, different 
(higher) from the In2O3/ZnO composition obtained by Sheng et al. However, a closer investigation of the 
results indicates that the presence of the indium ratio in samples deposited with hydrogen is higher than 
in those deposited with Ar gas alone and sample S5, which represented the switch from Ar + H to Ar gas, 
shows the lowest In/Zn ratio. Investigation of the crystallinity of the thin films, both using X-ray and 
electron backscatter diffraction showed that the IZO thin film is amorphous, in agreement with the above-
mentioned work of Sheng et al. [170]. 

Pure ZnO samples (H0, H3 and H6) show an even more distinct granularity (figure 5.2 A–C) with 
grains of approximately 100 nm size and heterogenous shape; however, sample H0 shows some defects 
and a larger less compact grain distribution (figure 5.2B) and no “flower-like” structure is visible in any 
of the ZnO films. 
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Figure 5.2 (A). In lens image of H6; (B) in lens image of H3; (C) in lens image of H0 showing larger less homogenous 
grains and fast carbon build-up during the SEM investigation. 

 

Investigation of the composition of the ZnO films using EDS analyses shows a low concentration of 
nickel and copper, aside from the zinc and oxygen and from the elements deriving from the substrate 
glass (Ca, K, Si, Al, Mg). 

The nickel is constantly detected at 0.2 wt % in H0 and H3, while iron varies from not detected to 0.2 
wt % in these two samples. In H6, nickel is still detected from 0.2 to 0.3 wt %, while iron varies from not 
detected in the majority of the areas analysed to below 0.2 wt %. Overall, the composition does not show 
dramatic differences between the three samples, while morphologically, H0 shows larger grains and a less 
uniform deposition compared to the other two samples, and the distribution of the grains improves also 
from H3 to H6, which shows the most uniform aspect (figure 5.2A–C). 

The ZnO films are fully crystalline, showing the hexagonal ZnO zincite phase (PDF 01-075-1533) with 
a (101) preferential orientation. 

 

5.1.2 Electrical Properties 
The IZO and ZnO coated substrates were tested for their electrical properties via a four-point probe 

and Hall effect measurement equipment. The Hall effect samples were 10 mm by 10 mm with contact 
pads connecting at ~1 mm into the sample from the corners. Figure 5.3 demonstrates the average sheet 
resistance of the four substrates belonging to the S1–S7 (IZO) and H0, H3, H6 (ZnO) samples along with 
the standard deviation of the data. The conductivity of the samples S1–S4 clearly shows improvement 
with each consecutive coating under the Ar + H gas. Sample S5 was prepared by switching the gas from 
Ar + H to Ar gas from the beginning of the process and a very poor electrical conductivity in this sample 
was observed, while the consistency of the results among the four substrates in the S5 group is 
significantly poorer than in the other. As for the samples S6 and S7, which were prepared under Ar gas 
following the processing of S5, there is an improvement in conductivity, but this does not reach the 
performance of the samples prepared under Ar + H gas (S1–S4). It can be seen that each consecutive 
deposition process under Ar + H gas gradually improves the sheet resistance of the deposited thin films 
from S1 to S4. Sample S5 is the sample that was deposited by reverting to Ar gas only. Sample S5 has very 
poor conductivity. From the standard deviation of the obtained sheet resistance data, it can be seen that 
during the transition period (S5) even the samples from the same batch demonstrate poor continuity of 
the property (Figure 3a). The sheet resistance of the three ZnO samples demonstrates the improvement 
in sheet resistance of the films due to prolonged exposure to Ar + H gas (Figure 5.3b). 
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Figure 5.3. (a) The average sheet resistance of the S series samples and (b) H series samples  

The ZnO only samples (H0, H3, H6) also clearly demonstrate the effect of consecutive exposure of 
the target material to the Ar + H gas. These samples, as discussed, were all prepared with Ar + H gas. 
Sample H0 was prepared with a fresh target, while H3 and H6 were prepared when the target was exposed 
to 3 and 6 h of Ar + H exposure, respectively. It can be seen that the electrical conductivity of the samples 
prepared improves concerning the prior exposure of the gas to Ar + H gas. The H6 sample, which was 
prepared with longer period of prior exposure to Ar + H gas, was superior to H0 and H3 in terms of 
electrical properties. 

The resistivity of the samples and the thickness of the films are demonstrated in figure 5.4. Apart 
from the sample S1, the rest of the films demonstrate a similar trend in terms of film thickness; however, 
the resistivity of the samples highlights what has already been observed and discussed in figure 5.3. (a) 
The resistivity of the films obtained using the Hall-effect measurement technique demonstrates that each 
consecutive deposition process under Ar + H gas gradually improves the electrical conductivity of the films, 
while the S5 sample, deposited during the transition from Ar + H to Ar gas, shows poor results. (b) The 
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thickness of the films does not show a significant difference, however, the first sample deposition, where 
the target was first exposed to hydrogen, demonstrates a lower yield. (c) Prolonged exposure to Ar + H 
gas in improving the resistivity of ZnO based samples. (d) All ZnO samples demonstrate similar film 
thickness. 

Figure 5.4. (a) Resistivity of S series samples (b) Film thickness of S series samples (c) Resistivity of H series samples 
(d) Film thickness of H series samples. 

 

In figure 5.5, One can see that the S1–S4 samples have similar mobility values, while the S5 is the poorest, 
and S6 and S7 are close to the samples coated under Ar + H gas. However, the carrier concentration data 
suggest that consecutive coating under Ar + H gas further improves the carrier concentration. The carrier 
concentration in the S4 sample is 5 times higher than the S6 and S7 samples; the S5 transition sample 
demonstrates the poorest results. The standard deviation values of the average sheet resistance give an 
indication of the error associated with electrical properties, considering the error associated with mobility 
and carrier concentration; the ‘S’ series samples show standard deviation values in the range of (0.33–
0.48) for mobility values, with the exception of S5 sample having a standard deviation of 2.8 from the four 
samples prepared for each series. The standard deviation of carrier concentration in these samples was 
in the range of 3.9 × 1018 for S1–S5 and ~3.2 × 1017 for S6 and S7. The H series samples show standard 
deviation values of (0.25–0.33) for mobility and (3.1–3.9 × 1018) for the carrier concentration error in these 
samples. 
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Figure 5.5. (a) Carrier Concentration of S series samples. (b) Mobility of S series samples. (c) Carrier Concentration of 
H series samples and (d) Mobility of H series samples 

Charge carrier mobility and the carrier concentration are important in determining the electrical 
conductivity of a material. The mobility of the carriers is a function of carrier recombination time within 
the material, while the carrier concentration is related to the carrier density. The carrier density in turn is 
a product of density of states and probability of occupancy. 

Both IZO and ZnO samples demonstrate electrical conductivity improvement with consecutive 
exposure of the target material to Ar + H gas. However, it can be seen that in the case of the IZO sample, 
the improvement can be traced to enhancement of the carrier concentration values as the mobility values 
are not significantly affected. This indicates that Ar + H gas processing does not impact the carrier 
recombination time significantly; however, the increase in carrier concentration indicates the density of 
states at band level or probability of occupancy of these levels is altered. 

In contrast, ZnO samples demonstrate an increase in both mobility and carrier concentration values. 
It is important to mention that there is a trade-off between increasing carrier concentration and carrier 
mobility; as carrier concentration increases the probability of charge carrier scattering increases, and as 
such, overall conductivity would be affected, hence, as is indicated from the results shown, there is 
potentially room for further improvement on the ZnO sample until this trade-off is observed. This 
observation can be further explored to determine the maximum achievable conductivity. 

When electrons are traveling through a periodic solid, their movement will be affected by the local 
forces within the crystal. Thus, a term is used to define the mass of the electrons under that environment, 
which is referred to as the effective mass. The effective mass, in turn, will be influencing the mobility of 
the electron (charge carrier). The orbital overlap between the metal cation and the oxygen in the host 
lattice (e.g., ZnO) is reported to be an important factor in determining the electron mass because metal 
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oxides with predominant s-character of the cation at the CBM are correlated with lowest effective 
electron masses [171]. The results indicate that the presence of hydrogen in the sputtering gas enhances 
the mobility of the electrons. This is possibly achieved by hydrogen influencing the oxygen content of the 
lattice and enhancing the s-characteristic of the indium and zinc. The hydrogen radicals generated in 
plasma are a strong reducing species [172], and they can withdraw oxygen from the crystal during the 
deposition. Oxygen vacancy has been believed to play the role of doubly charged donor in In2O3 [173,174]. 

On the other hand, hydrogen atoms can be incorporated in the solid film when they occupy the 
interstitial site of the crystal. The residing hydrogen forms a hydroxyl bond which may play the role of 
scattering centre for charge carriers [175] A separate study on ITO (Indium Tin Oxide) has demonstrated 
that due to the withdrawal of oxygen during the deposition of ITO films, the hydrogen in plasma can be 
so effective for achieving lower resistivity that the films were prepared without any sintering [176]. As 
discussed, the samples were prepared without additional sintering, and achieving highly conductive films 
without the thermal energy requirement of sintering offers significant commercial benefits. 

The hydrogen impurity can be either interstitial or substitutional. Theoretical studies reported by van 
de Walle have demonstrated that hydrogen present in ZnO lattice can exclusively behave as an electron 
donor [177], and this theoretical study is verified by electron nuclear double resonance and Muon spin 
spectroscopy [178,179]. 

Considering interstitial locations, computing for formation energies associated with interstitial 
hydrogen in ZnO indicates that hydrogen is in H+ state and the H0 and H− are not feasible in the ZnO 
system [179]. The H+ in the ZnO system will occupy locations within the lattice where it can bind to an 
oxygen atom and form an O–H bond. This in turn will lead to lattice relaxations resulting in zinc and oxygen 
experiencing a slight move from their location. Regarding substitutional hydrogen, it is located in the 
proximity of a nominal oxygen position within the lattice and behaves as a shallow donor [180]. The donor 
behaviour of the hydrogen impurity in ZnO clearly explains the conductivity observed in ZnO systems and 
improvement of IZO conductivity. 

The electrical conductivity improvements in IZO and ZnO thin films have been observed with the 
introduction of the hydrogen into the sputtering process are highly important considering the cost of 
indium metal and its economic impact at industrial scale TCO production. This means that at industrial 
scale levels, by applying hydrogen in the process, thinner films of IZO can be produced while the desired 
electrical conductivity is maintained, and in the case of ZnO, further improvements would eliminate the 
cost of indium. Also, hydrogen doped ZnO films have been developed at room temperature bears some 
exclusive processing advantages viz. polymer substrates, unlike aluminium doped ZnO films of desired 
conductivity which are generally optimised at around 300 oC. 

For a TCO material to be suitable for most electrode applications, the electrical resistivity (ρ) should 
be low (10−4 to 10−5 ohm·cm), the charge carrier mobility (µ) maximized to ~60 cm2 V−1 s−1 and the carrier 
concentrations be kept at about 2 × 1021 cm−3 to minimize optical absorption [181]. The charge mobility 
presented in the results does not match these expectations yet, however, the improvement with using 
hydrogen could be exploited further by altering the amount of hydrogen, plasma power and chamber 
pressure, which will be pursued in future work. 

The addition of the hydrogen during the sputtering procedure has been reported to cause a drop in 
the ionization discharge and Ar ion densities [182-185]. Some have also reported yield reduction with 
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introducing hydrogen [186,187] due to the low mass of hydrogen, but this was not observed in this study; 
this can be explained by the formation of ArH + ions. Within the plasma, ArH + ions are formed which 
possess high kinetic energy during target bombardment compared to Ar ions [187]. The film thickness 
analysis shows that the presence of hydrogen in the plasma has not affected the yield, and the 
bombardment of the target surface by the ArH + heavy ions could be an explanation for this. 

5.1.3 UV-Vis Spectroscopy 
The optical transparency of the films was examined using UV-Vis spectroscopy, and the results are 

presented in figure 5.6. As the four samples within each deposition procedure (S1, S2, H6) demonstrated 
a similar result, only ‘one’ sample from each set was used for these measurements (the results do not 
represent average values). Samples coated under Ar + H demonstrate very similar results with a clear 
indication of a wider bandgap allowing more light in the 320–430 nm region, and the samples coated 
under Ar are also very similar within their group. The S5 sample, which so far has been demonstrating 
poor performance in electrical properties, is no different than the S6 and S7 samples, which were also 
coated under Ar gas. The ZnO based samples (H series) demonstrate a wider transmission spectrum 
covering the shorter wavelengths, however, their band gap value is smaller than the IZO samples. 

 

 

 



 95 

 

Figure 5.6. The UV-Vis spectral analysis of the samples in % transmittance is presented for; (a) IZO samples; (b) ZnO 
samples. 

Through the absorption data obtained, by applying a Tauc plot, the optical bandgap of the films was 
calculated, and the data are presented in figure 5.7. The samples S1–S4, which were prepared under Ar + 
H, demonstrate a wider optical band gap, while the samples S5–S7 demonstrated a smaller optical 
bandgap. Here, the S5 sample again demonstrates smaller optical wavelength. The H series samples (ZnO) 
demonstrate an increase in optical band gap values as a result of prolonged exposure of the target to ArH 
gas. 
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Figure 5.7. The optical band gap of; (a) the deposited IZO films. (b) ZnO samples. 

 

5.1.4 Spectral and Colour Function Analysis of the Plasma 
The emission characteristics in terms of the whole spectral plot and the chromaticity index were 

obtained for each test group over two hours. Figure 5.8 represents the x and y coordinate values of the 
plasma colour during the transition from Ar gas to Ar + H and vice versa. As previously reported, the 
shifting of the x and y coordinates during Ar to Ar + H gas are swift compared to the data obtained when 
switching from Ar + H to Ar, as was the case during the preparation of the S5 sample. One can see that it 
takes more than one hour for the x and y coordinates to reach their initial value. This indicates that the 
plasma during this transition period is not stable and is changing.  

The colour function approach, although still immature, bears the potential of becoming an ideal 
industrial-scale real-time monitoring system of the process control due to its simplicity of understanding 
for the operators. Although the colour function method of monitoring the plasma as a diagnostic tool is 
demonstrating useful applications, from the presented results significant variations in the 300–400 nm of 
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the spectrum obtained from the plasma was observed, which is not accounted for in the constructing of 
the x and y chromaticity coordinates. 

Figure 5.8.  (A) The chromaticity colour functions, x and y, are plotted during the transition from Ar to ArH as the 
deposition of the S1 samples is undertaken. (B) The switch to the Ar gas from the ArH during the S5 sample deposition  

This indicates that the introduction of hydrogen not only affects the plasma and the specifics of the 
deposited IZO and ZnO thin film, rather one can conclude that hydrogen is altering the target material 
itself and possibly forms surface compositions on the target or adsorption at the surface of the target that 
tend to affect the coating procedure. This can only be confirmed by surface analysis of the target post 
deposition, which will be investigated by the authors in the future. 

Given the specific characteristics of the S5 sample and the shifting of the colour functions during the 
transition from Ar + H to Ar, the focus shifted to presenting and examining the plasma emissions during 
the S5 deposition process. The spectral data of the S5 sample at every 100 nm interval from 300 to 900 
nm at various stages (from 1 s after the deposition process to 100, 1000, 3000 and 6000 s) of the process 
of the samples were examined. For simplicity, the 300 to 400 nm segment of the emission spectra is 
presented in figure 5.9 as an example, and the rest of the spectral segments are discussed. From the 
spectral data it is observed that some emission peaks demonstrate an increase, decrease or no change 
through the deposition process. 
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Figure 5.9. The detailed emission spectra of the plasma between 300 and 400 nm during the deposition of the S5 
sample are presented.  

 

The NIST database (National Institute of Standards and Technology, Gaithersburg, MD, USA) can be 
used to identify and refer to some of these peaks. Figure 5.9 represents the 300–400 nm segment of the 
emission spectra of the plasma. Here, for example, One can see that the emission at 303.94 nm belonging 
to oxygen (II) in association with the transition 2s22p2(3P)3d 4D 5/2 to 2s22p2(3P)5f D 2[3]° 7/2 is 
gradually increasing along with the emission at 326.09 nm belonging to oxygen (III) in association with the 
transition 2s22p(2P°)3p 3D 2 to 2s22p(2P°)3d 3F° 3. In figure 5.9, a decrease in the 357.07 nm emission 
peak belonging to argon (II) in association with the transition 3s23p4 (1D) 4p 2D° 3/2 to 3s23p4(3P) 5d 4P 
3/2 was also observed. There is also an increase in the 360.58 nm belonging to argon (II) in association 
with the 3s23p4(3P)3d 2P 3/2 to 3s23p4(1D)4p 2D° 5/2 transition. 

In the 400–500 nm segment of the emission spectra of the plasma, there is an increase at 410.2 nm 
which is typically associated with an oxygen (II) transition with the2s22p2(3P)3p 4P° 1/2 to 2s22p2(3P)3d 
4D 1/2 transition. There is also another peak at 451.07 nm, which is associated with Ar (I) 
3s23p5(2P°1/2)4s 2[1/2]° 1 to 3s23p5(2P°3/2)5p 2[1/2] 0 transition, which also demonstrates a gradual 
increase. 

In the 500–600 nm range, a decrease at 560.6 nm belonging to argon (I) in association with the 
3s23p5(2P°3/2)4p 2[1/2] 1 to 3s23p5(2P°3/2)5d 2[1/2]° 1 transition was found. There are many other 
peaks which can also be seen increasing during the preparation of the S5 sample in this region. 

In the 600–900 nm range, results indicate that variations in peak intensity or the area covered under the 
spectrum are not significantly affected. 

There have been some reports on the emission line intensity variations when hydrogen is introduced 
into an argon discharge along with ionization variations with hydrogen introduction [188,189]. However, 
all these studies require time-consuming efforts and data analysis at micro levels in terms of interpreting 
the data, which may not be easy to apply during the deposition process. 
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As hydrogen is added to the Ar magnetron discharge, the plasma parameters in the discharge begin to 
change. Studies on plasma behaviour during the preparation of TiO2 films have shown that the addition 
of hydrogen to oxygen-containing argon discharge leads to a continuous decrease of electron density and 
a corresponding increase of electron temperature from 6.30 to 6.74 eV [190]. The increase in electron 
temperature can be accounted for by the reduction of the value of electron density in the discharge. 

For a good approximation in low-pressure discharge, the emission intensity of a particular line of an 
element is considered to be proportional to the density of that particular species [191,192]. Comparing 
the line intensity ratio of selected transitions, one can estimate the degree of dissociation and ionization 
of particular species present in the discharge. The line intensity ratios of IH/IAr can be used to determine 
the degree of dissociation in hydrogen plasma using the following relation [193]: 

𝑁Y = 𝑘 Q+
Q(,

                     (4.1) 

where NH and NAr are the degrees of dissociation of hydrogen and argon, and k is a parameter related to 
the rate coefficients for direct excitation of the corresponding Ar and H atoms and the radiation 
transition probabilities and lifetimes of the corresponding excited states respectively. 

As discussed earlier, an increase in the intensities associated with certain argon and oxygen 
transitions during the Ar + H gas switch to Ar only can be seen. The detailed study of the plasma is beyond 
the scope of this research; however, from these results, it can be seen that that once the target material 
is exposed to the Ar + H gas, the process of reverting the plasma condition to a prior state is time 
dependent. The sample S5, which was prepared during such a process, is the result of a continuously 
changing plasma condition, and as such, the properties of the film are directly affected. The colour 
function approach, as demonstrated in figure 4.8, also verifies this. Hence, the colour function approach 
can be considered a simpler approach toward monitoring the status of the plasma when significant details 
are not required. 

5.2 Conclusion 
It has been demonstrated that the deposition of IZO and ZnO film under a reducing atmosphere can 

enhance the electrical property of these thin films by enhancing the carrier concentration of IZO films and 
increasing the carrier concentration and mobility in ZnO films. The key findings of the work carried out 
are as follows: 

1. Most importantly, there is clear evidence that consecutive exposure of the target material to 
Ar+H gas will to some extent add further improvements to the electrical properties. A target 
that has been previously exposed to Ar+H gas seems to be altered at the surface, as reverting 
to Ar gas only for deposition will initially produce a thin film with inconsistent electrical 
properties. 

2. The improvements obtained with introducing hydrogen during the sputter deposition of IZO 
can minimise the consumption of indium, as thinner films with identical electrical properties 
can be deposited. In the case of further improvements with the electrical properties of pure 
ZnO thin films, introduction of hydrogen can potentially lead to the elimination of indium. As 
such, there can be significant commercial benefits in depositing the ZnO based family of TCOs 
under Ar+H gas mix, if the need for indium and high-temperature sintering is avoided; 
however, further improvement and assessment are required. 
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3. One can visualize the status of the plasma stability via the application of the colour function 
analysis. During the sputter deposition of IZO under argon, when the target has been 
previously exposed to hydrogen, An unstable plasma yields an IZO film with very poor 
performance, resulting also in the lowest concentration of indium. The fact that the 
chromaticity index values (x and y) do not swiftly fall back to the values expected for argon 
indicates that for the surface modifications caused by hydrogen to revert to the original state, 
a layer from the target has to be removed, leading to a film with poor charge carrier and 
density properties.  
 

The colour function evaluation of the plasma can be a beneficial observational tool for monitoring 
the plasma during system operations. However, further work is required to mature this method of plasma 
monitoring and assessment. Hence, the next task will be to investigate the plasma emissions and, if 
necessary, formulate a new colour function that takes into account the emissions in the 300–400 nm 
region. This will lead to constructing a new colour coordinate system that will specifically define the colour 
of plasma, similar to how the colours in the visible spectrum are defined by the x and y index values. The 
research work and findings presented in this chapter have also been published as a journal publication 
[194]. 
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Chapter 6  Investigation on substrate position relative to Plasma 
during the sputter deposition of Hydrogen Doped Zinc Oxide 
 

Following on from the previous chapter where the enhancement of the electrical properties of IZO 
and ZnO systems by repeated exposure of the sputtering target to an argon/hydrogen mixture as the 
working gas was investigated. In this set of experiments as detailed in chapter 3.1.3, interesting 
complexities associated with reactive hydrogen/argon sputtering of un-doped ZnO targets have been 
identifited, which is believed to be associated with the reported magnetic properties of hydrogenated 
ZnO particles, and this report outlines these observations. 

As described in chapter 3, the recently reported on implementing a novel approach through which 
the sputtering plasma can be given a unique fingerprint based on the colour of the plasma, which is 
identical to the method by which colour functions of a light source are expressed in a “x” and “y” 
coordinate system to define the unique colour of the light source. This technique was applied for 
monitoring the plasma during these experiments and attempted to explain the effects observed by 
evaluating the colour parameters of the plasma in association with the electrical properties of the ZnO 
thin films deposited via reactive hydrogen/argon sputtering. 

6.1 Results and Discussion 
6.1.1 Electrical Properties 
The ZnO coated substrates were tested for their electrical properties via a four-point probe and Hall 

effect measurement equipment. Although no study was carried out on the crystal structure of the 
deposited thin films; in the previous report/chapter, where samples of zinc oxide thin films deposited in 
the presence of hydrogen were examined, the ZnO films were fully crystalline, showing the hexagonal ZnO 
zincite phase (PDF 01-075-1533) with a (101) preferential orientation. 

The results indicated that the presence of hydrogen in the sputtering gas induces n-type conductivity 
by enhancing the concentration and mobility of the charge carriers (electrons). However, It can be seen 
that there is significant variation when comparing results between the samples positioned at the edge 
and centre of the substrate holder, as indicated in figure 6.1. 
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Figure 6.1. Carrier concentration and mobility were measured for ZnO samples deposited in the centre (left) and the 
edge (right) of the substrate holder under various plasma power and chamber pressures. 

 

Charge carrier mobility and the carrier concentration are important in determining the electrical 
conductivity of a material, and it can be seen that high carrier concentration and mobility values are 
associated with the samples at the edge of substrate holder, while depositions at the centre demonstrate 
smaller values, and as such the overall conductivity of the edge samples are much higher. The mobility of 
the carriers is a function of carrier recombination time within the material while the carrier concentration 
is related to the carrier density. The carrier density in turn is the product of density of states and 
probability of occupancy. As previously discussed, the hydrogen impurity behaves as a donor in these 
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samples. Associating higher conductivity to hydrogen integration into the lattice based on the discussed 
literature, the results can possibly indicate lower hydrogen content in the films prepared at the centre of 
the substrate holder, although this hydrogen content needs to be measured in future work to be perfectly 
conclusive. As discussed, substrates were placed between the edge and centre regions. These samples 
were tested via a four-point probe measurement and a conductivity gradient was found when moving 
from the edge to the centre of the sample holder, the electrical property of the thin films became smaller. 
Based on the mentioned ongoing studies comparing IZO and ZnO, this is only observed in ZnO samples. 
To demonstrate a comparison for this report, the experiment with an IZO target fitted on the magnetron 
was repeated, and only the sheet resistance of the films was measured for presentation in this report. 
These results, presented in 6.2, indicated that IZO does not behave like ZnO. 

 

Figure 6.2. Plot of Sheet resistance vs distance away from centre for IZO and ZnO samples 

As can be seen from the results presented in figure 6.2, the electrical properties of the deposited 
films significantly varied for ZnO, depending on the position for the substrate, while for IZO the variation 
was significantly less elaborated (comparing the associated edge and centre samples). Results presented 
in chapter 5 demonstrated the enhanced electrical properties of the IZO when deposited under the argon–
hydrogen mix. These results combined with the observations presented in 6.2 suggest that one way to 
explain this is to assume that more hydrogen doping is occurring at the edge of the substrate compared 
to the centre, unless the thickness of the coating was causing this observation. However, that thickness is 
not a relevant explanation for this observation as justified in the following section. 

The mobility of electrons through a solid is affected by local forces within the crystal structure. This 
mobility is then interpreted as the mass of the electrons within that crystal environment. In a ZnO crystal 
structure, the orbital overlap between the Zn cation and the oxygen anions can be an important factor in 
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determining the above-mentioned electron mass due to the s-character of the cation at the conduction 
band [195]. It can be hypothesized that when hydrogen is present as a sputtering gas, it may interact with 
the oxygen content of the lattice and result in localised lower oxygen contents, which will consecutively 
lead to predominant s-characteristics. This hypothesis is based on previously reported studies 
demonstrating the hydrogen to be a strong reducing gas in a plasma [196], while withdrawing oxygen 
from the In2O3 crystals during the deposition process has been reported to play a role of a doubly charged 
donor [197,198]. However, this cannot clearly explain the variation observed in edge and centre samples. 
Sheet resistance of edge and centre prepared ZnO samples are presented in figure 6.3. 

 

Figure 6.3. (A)The sheet resistance (Ω square) of the ZnO samples deposited on the Centre and (B) Edge part of the 
substrate holder under various deposition conditions. 
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6.1.2 Film Thickness and Optical Properties 
The thickness of the coatings obtained via the profilometer in line with the sample preparation 

described in chapter 3 are presented in figure 6.4 for all the ZnO samples. 

 

Figure 6.4. The coating thickness associated with the position of the substrate on the substrate holder (at a distance 
from the centre) under the varying deposition parameters, power and gas flow rate. 

From figure 6.4 One can see that the films are actually slightly thinner with the position of samples 
closer to the edge of the substrate holder. 

The addition of the hydrogen during the sputtering procedure has been reported to cause a drop in 
the ionization discharge and Ar+ ion densities [199-201]. Some have also reported yield reduction with the 
introduction of hydrogen [202-204] due to the low mass of hydrogen, and this may explain why there was 
a slightly thinner coating on the edge region if hydrogen bombardment of the target and its consecutive 
incorporation into the lattice behaved selectively, depending on the position of the sample. 

Hence, the original assumption can be considered where it was stated that more hydrogen atoms 
are doped into ZnO lattice at the edge of the substrate holder and oxygen vacancy alone is not a 
determining factor. 

For a TCO material to be suitable for most electrode applications, as well as the electrical resistivity 
(ρ), the optical absorption should be minimised [205]. The overall sheet resistance of the ZnO samples 
based on their position on the substrate holder is presented in figure 6.1. 

The evaluation of all the ZnO samples with UV–Vis spectroscopy, and the absorption properties of 
the films are presented in figure 5.7. 
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Figure 6.5. The transmittance spectra of the ZnO thin films obtained via UV–Vis spectroscopy. All samples 
demonstrate above 80% transmittance between 400 nm and 1000 nm. 

The data presented in figure 6.3 and figure 6.5 clearly demonstrated the potential of ZnO as an 
alternative TCO without the need for indium or any other metal doping at room temperature, if the 
position of the substrate with respect to the plasma is considered. The optical band gap of the deposited 
thin films was obtained via the Tauc plot method, the results are presented in Table 6.1 for edge- and 
centre-deposited ZnO thin films. The samples prepared on the edge also demonstrate a slightly higher 
band gap. 

 

Table 6.1. The optical band gap of the ZnO samples deposited at various conditions, comparing the results obtained 
from samples positioned on the edge and centre of the substrate holder.  
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Centre Samples Optical Band Gap (eV) Edge Samples Optical Band Gap (eV) 

C100H 3.3 E100H 3.4 

C150H 3.30 E150H 3.4 

C200H 3.20 E200H 3.37 

C100M 3.30 E100M 3.3 

C150M 3.29 E150M 3.35 

C200M 3.32 E200M 3.39 

C100L 3.25 E100L 3.35 

C150L 3.20 E150L 3.39 

C200L 3.22 E200L 3.35 

 

6.1.3 Analysis of the Plasma Emissions 
The plasma emissions at the surface of the target were examined as described in the experimental 

section. A comparative study with an IZO target fitted on the magnetron to evaluate the variation in 
plasma emissions comparing the two targets (IZO and ZnO) was carried out, considering that with the IZO 
sample, a drastic variation of electrical properties associated with sample position was not 
observed(figure 6.2). 

The emissions from the plasma generate numerous emission peaks, and the ratio of these peaks is 
classically associated with plasma conditions. However, although peak intensities varied from centre to 
edge, observations purely based on the spectral plot did not indicate an easily identifiable variation 
between the two materials. To illustrate this, the data representing the emission of the plasma at 100 
watts under a 10 sccm flow rate for the ZnO and IZO targets are presented in figure 6.6. 

 

Figure 6.6. The spectral emission of the plasma at 100 watts of power under a 6 sccm flow rate at the edge (blue) and 
centre (orange) of the target for the IZO (left) and ZnO (right) targets. 
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Figure 8. The spectral emission of the plasma at 100 watts of power under a 6 sccm flow rate at the edge (blue) and centre 
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In Figure 8 we can see that the intensity of various peaks is higher at the edge of the 
target surface compared to the centre region. These emissions are associated with various 
atomic transition in the plasma. The increase in intensity at the edge is due to the way that 
the magnetron operates, given the magnets installed in it, leading to an area with higher 
ion bombardment rate [42]. It is possible to analyse every peak intensity and to obtain 
certain parameters such as the electron temperature from the data, which is a time inten-
sive approach and beyond the scope of this report. Instead, we implemented our simpler 
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In figure 6.6 One can see that the intensity of various peaks is higher at the edge of the target surface 
compared to the centre region. These emissions are associated with various atomic transition in the 
plasma. The increase in intensity at the edge is due to the way that the magnetron operates, given the 
magnets installed in it, leading to an area with higher ion bombardment rate [206]. It is possible to analyse 
every peak intensity and to obtain certain parameters such as the electron temperature from the data, 
which is a time intensive approach and beyond the scope of this report. Instead, A simpler assessment 
was applied which was based on the colour function parameters of the plasma at the centre and edge 
region of the target based on the previous work. This simple approach was applied to evaluate an overall 
change in the plasma condition. The colour functions of the plasma light at the centre and edge regions 
were calculated and are presented in figure 6.7. Using this approach, the difference in plasma conditions 
became more apparent to the naked eye. The colour functions could represent the overall macro 
environment of the plasma constituents without indulging in deep physics and statistical mechanics 
associated with evaluating a plasma. 

 

Figure 6.7. The x and y chromaticity index of the plasma light associated with the array of deposition conditions 

From the results presented so far, although one can see certain variation between the emission 
patterns associated with ZnO and IZO targets, the variations are interesting but do not seem to be 
conclusive for explaining the observed variation in electrical conductivity of ZnO and IZO as presented 
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in figure 5.4. An in-depth peak ratio analysis can be performed to gain insights into the physical 
parameters of the plasma, such as electron temperature; however, in the current report the focus was 
just on describing the observations and such studies require a separate dedicated study report. 

Up to this point, It can be assumed that the hydrogen impurity incorporation within a ZnO or IZO 
lattice follows a certain reduced gradient from the edge to the centre. The hydrogen impurity can be 
either interstitial or substitutional. The H+ in the ZnO system will occupy locations within the lattice, where 
it can bind to an oxygen atom and form an O–H bond. Considering substitutional hydrogen, it is located 
in the proximity of a nominal oxygen position within the lattice and behaves as a shallow donor. The donor 
behaviour of the hydrogen impurity in ZnO clearly explains the conductivity observed in ZnO systems and 
improvement of IZO conductivity. 

This implies that there is a need to consider the state of the materials during their transport from 
the target surface to the substrate. From these results, and reported studies discussed, one can assume 
that the ZnO particles that form on the substrate surface have more hydrogen content at the edge location 
compared to the centre region of the substrate holder. This observation can possibly be explained 
considering the following concepts and assumptions: 

• Firstly, hydrogen ions (along with argon ions) bombard the surface of the target material, resulting 
in ejection of surface atoms from the surface of the target, while some of these ions will also 
integrate into the target material. 

• Secondly, the integration of the hydrogen into the surface of the target material as discussed and 
based on referenced literature may lead to formation of regions at the target surface possessing 
complex magnetic behaviour. 
 

One way of explaining the observations reported in this study is to consider previously reported 
studies where angular dependency of thin films depositions via the sputtering process were investigated. 
During the sputtering deposition process it has been shown that geometrical shadowing of an incident 
beam by the existing protruding parts of the growing surface profoundly affect the deposition’s 
morphology [207]. This is referred to as competitive shadowing, which can affect the properties of the 
thin films, in particular step coverage and microelectronic properties [208]. In a more recent study, Hippler 
et al. [209] carried out a study on the angular dependence of plasma parameters and thin film properties 
focusing on titanium and titanium oxide layers deposited via HIPIMS. They performed separate reactive 
(argon/oxygen) and non-reactive depositions regimes using a Langmuir probe and substrates at various 
angular positions (0°, 30°, 60° and 80°) with respect to the target [209]. In their study, significant variations 
in electron density were reported depending on the reactive or non-reactive experimental regime, with 
the non-reactive regime showing up to five times larger electron density values. They also measured the 
mean electron energy (pulse time dependent), which demonstrated similar values between the two 
regimes. However, most interesting are the values they demonstrated depending on the substrate 
position with respect to the target, which finds significant relevance with the observations found in this 
work. Both electron density and mean electron energy values are reduced at wider incident angles on the 
target surface. It should be noted that the work in this study needs to be repeated mimicking the 
experimental protocols carried out by Hippler et al., something that appears very interesting and will be 
pursued in the future. Considering the observations reported here, such studies will give a significant 
perspective in understanding the formation of the conductive zinc oxide films in presence of hydrogen 
during the sputtering process. However, at this stage, based on the above reported research, if 



 110 

incorporation of the hydrogen into the target material leads to the formation of surfaces at the target 
with complex magnetic behaviours, then it may result in the target material itself interfering with the 
magnetron’s magnetic fields and as such creating electron density and electron energy values dependent 
on angular incidence on the target surface. The time dependency studies on plasma potential reported by 
Hippler et al. at various angular positions can also be influenced by the target surface gaining magnetic 
properties as well as due to the overall interaction of electron and ions in such a complex magnetic 
environment. 

Parallel to the above discussion, it has been reported that the sputtered flux from an ion bombarded 
target surface is composed of atoms, polyatomic molecules and clusters [210-212], and various models 
have been proposed to describe the sputtering of small clusters and molecules [213-219]. If one was to 
assume that during the sputtering process, molecular ejection from the target surface occurs, there will 
be a flux of both pure ZnO and hydrogen doped ZnO leaving the target surface with various speeds and 
randomly dispersed direction vectors. As discussed, hydrogenated ZnO nanoparticles have been shown 
to demonstrate ferromagnetism. 

Hypothetically, the hydrogen doped ZnO particles possessing ferromagnetic properties are affected 
by the magnetic field of the magnetron’s magnets. This effect creates additional vector forces that 
ultimately promote the ferromagnetic hydrogen doped ZnO to the edge of the target, while the non-
ferromagnetic pure ZnO particles are condensed randomly across the substrate holder. This model is 
illustrated in figure 6.8, where a very simple approach can be followed which considers a certain number 
of small particles with a magnetic moment along a magnetic field between the N and S poles of the 
magnetron’s magnet. Upon surface bombardment of the target with Ar/H ions, the target atoms acquire 
kinetic energy for travel to the surface of the substrate. If these particles possess ferromagnetic properties 
as hypothesized in this report, then there is dipole–dipole interaction that needs to be considered in this 
model; an attractive and repulsive force vector will exist as these magnetic particles interact with the field 
and their geometrical orientation within space. This vector either will combine with the initial vector or 
will counter it depending on the particles’ positions, according to equations 6.1–6.4. 

 

𝑈 = −𝑀𝐵𝑐𝑜𝑠q               (6.1) 

 

𝐵 = µ
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𝑥 /Z
V'

                       (6.2) 

 

𝑇 = −𝑀𝐵𝑠𝑖𝑛q         (6.3) 
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          (6.4) 
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Figure 6.8. A simple approach of considering a certain number of small particles with a magnetic moment along a 
magnetic field between the N and S poles of the magnetron’s magnet. The angle between the centres of the magnets 
and their position defines how the larger magnet affects them. 

Considering the interaction of two hypothetical magnets alfa and beta, in these equations, U is the 
potential energy of a magnet “alpha” exposed to the magnetic field of magnet “beta”. B is the magnetic 
field of the magnet alpha, M is the magnetic momentum, θ is the angle between the axial angle of the 
magnetic moment of a magnetic dipole and the magnetic field generated by the magnetron magnet, R is 
the distance between the centres of the two magnets and F is force imposed on alpha. Considering these 
equations, It can be seen that the angular geometry of one magnet to another as well as its location in 
space can lead to positive to negative values of force. Considering this and assuming the hypothetical 
magnetic particles depicted in figure 6.8, the difference between the point c1/b1 and c2/b2 is the 
magnetic field gradient. In the central position, the magnetic field gradient is higher than in the edge 
positions. Then, the attractive magnetic force will be higher in the centre than in the edges. Particles at 
points b2 and c2 will experience a more complex magnetic environment countering their velocity away 
from the target surface. The gas flow rate, which technically translates to the working chamber pressure 
and the plasma power, which translates to the kinetic energy of the sputtered particles, will affect the 
process such that at higher chamber pressures, the probability of particle collisions increases, while higher 
plasma power leads to higher energy particles, which will be less influenced by the magnetic complexity 
described. The effect of higher kinetic energy overcoming the magnetic complexity can be seen in figure 
6.3, where higher plasma power results in deposition of more conductive films at the edge region of the 
substrate holder. Higher chamber pressure would also result in more particles interacting with the 
magnetrons magnetic field, and as such may reduce the effect of the field with respect to sputtered 
particles; however, such conclusions require extensive analysis of the magnetic fields during the 
experiment, which is beyond the scope of this report. 

The following hypothesis to explain the experimental observations can be proposed: during the 
sputtering process, due to complex magnetic dipole interactions, hydrogen doped ZnO particles leaving 
the target surface tend to accumulate on the edges of the substrate holder region. This results in thin 
films with better electrical conductivity, while at the centre, ZnO particles that do not possess magnetic 
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4. Conclusions 
This study primarily is a report of observations associated with deposition of zinc 

oxide films in the presence of hydrogen along with argon and will require further studies 
to validate the assumptions and hypothetical statements in this report, particularly similar 
experiments to that described by Hippler et al. We demonstrated that it is possible to pro-
duce highly conductive ZnO thin films doped with hydrogen at room temperature. The 
films possess acceptable optical band gap and as such demonstrate above 80% transmit-
tance and best sheet resistance of ~18 Ω square (E200 samples). However, the procedure 
requires certain precisions in terms of substrate positioning and its trajectory with the 
magnetron. 

We also demonstrated the potential of assessing the sputtering plasma via colour 
function analysis, based on evaluating the specific ratios of area under emission peaks as 
a tool for monitoring the status of plasma during sputtering procedures. This method does 
not require precise plasma analysis and complex calculations when detailed study of the 
plasma is not required and instead provides the operator with an easy to understand ob-
serving parameter as an indicator of sputtering plasma status. 

The hypothesis proposed on the ferromagnetic properties of the sputtered ZnO par-
ticles requires further examination and will require detailed analysis of the hydrogen dop-
ing variations with balanced and unbalanced magnetron configurations to validate our 
conjecture. The integration of hydrogen into the target is an area that should be explored 
further to assess this hypothesis in future attempts. It is an interesting topic to explore by 
us and other researchers interested in the field. 
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properties are more predominant, and as such, samples prepared in the centre location of the substrate 
holder are less conductive. 

This process occurs both in IZO and ZnO targets, hence the samples prepared at the edge of the 
substrate demonstrate higher conductivity due to the higher hydrogen doping. In IZO samples, however, 
since the presence of indium already acts as a carrier concentration enhancer, a slight improvement in 
conductivity can be seen; however, in ZnO samples, because only hydrogen acts as the electron donor in 
the lattice, the large variation of conductivity gradient from the edge to the centre was noticed. 

However, this work needs to be followed up with simulation studies and more in depth experimental 
work to verify the hypothesis proposed here, and the authors are planning explore this study further 
accordingly. The magnetron in this study had a balanced magnetic set up; the plan for future studies will 
be to carry out the experiments with unbalanced magnetic and no magnet set up magnetron systems. 

6.2 Conclusion 
This study primarily is a report of observations associated with deposition of zinc oxide films in the 

presence of hydrogen along with argon and will require further studies to validate the assumptions and 
hypothetical statements in this report, particularly similar experiments to that described by Hippler et al. 
it  was demonstrated that it is possible to produce highly conductive ZnO thin films doped with hydrogen 
at room temperature. The films possess acceptable optical band gap and as such demonstrate above 80% 
transmittance and best sheet resistance of ~18 Ω square and an average thickness of 850nm (E200 
samples). However, the procedure requires certain precisions in terms of substrate positioning and its 
trajectory with the magnetron. The work carried out and subsequent findings presented in this chapter 
has been published in a journal [220]. 

The potential of assessing the sputtering plasma via colour function analysis was also demonstrated, 
based on evaluating the specific ratios of area under emission peaks as a tool for monitoring the status of 
plasma during sputtering procedures. This method does not require precise plasma analysis and complex 
calculations when detailed study of the plasma is not required and instead provides the operator with an 
easy to understand observing parameter as an indicator of sputtering plasma status. 

The hypothesis proposed on the ferromagnetic properties of the sputtered ZnO particles requires 
further examination and will require detailed analysis of the hydrogen doping variations with balanced 
and unbalanced magnetron configurations to validate this conjecture. The integration of hydrogen into 
the target is an area that should be explored further to assess this hypothesis in future attempts. It is an 
interesting topic to explore by other researchers interested in the field. 
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Chapter 7  Implementation of Machine Learning/Deep learning 
concepts: A step towards the digitisation of the sputter deposition 
process 
 

Moving away from characterisation of the plasma through its colour in the previous chapters, this 
chapter focuses on the modelling of the plasma discharge by applying Artificial Intelligence as a 
monitoring and predictive tool. There is reason to believe that artificial intelligence and deep learning can 
be the answer if the objective is to fully automate and digitise the industrial-scale sputtering process. A 
brief introduction on AI/Machine learning has been provided in in Chapter 2.3. A more detailed 
explanation on how specific deep learning technique was applied to the sputter deposition process as well 
the materials involved can be found in chapter 3.1.4. 

7.1 Results and Discussion 
7.1.1 Artificial Neural Networks to predict sheet resistance of IZO thin films deposited via 

Plasma deposition 

The objective of this research carried out was to push all the mentioned complexities into the black 
box of an artificial neural network (ANN) and a convolutional neural network (CNN). With modern 
computing powers and artificial intelligence (AI) based data assessment methodologies, it was aimed to 
explore implementing an alternative approach in plasma diagnostics during the sputter deposition process 
to assess the qualitative parameters of thin films as they were deposited.  

The Integral Approach 
The area under the spectral peaks from 300nm to 900nm in 50nm intervals was calculated yielding 

a data frame with 12 columns linked to these areas. This resulted in a data frame with 517 rows and 12 
columns associated with peak area values, a vector of thin film sheet resistance values represented the 
13th column. Figure 6.6 presents the structure of the neural network model for the integral approach to 
model construction; it also shows the predictions made by the model for sheet resistance of 24 samples 
that were randomly chosen. The model is consisted of five dense layers. Layers 1 to 5 have 30, 20, 8, 4 
and 1 neuron/s, respectively, generating a total of 1219 parameters requiring computation. The model’s 
R2 value is 0.795. The Adam optimizer was used in this model [221], with a learning rate of 0.01 and Huber 
loss function [222]. 
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Figure 7.1. The structure of the neural network model designed for training with the integral approach.  

The model was given the task to predict the sheet resistance for of 24 samples which was compared with 
the actual value calculated via the four-point probe system. The R2 value for the models’ predictions was 
0.795 with a mean squared error of 0.7. 

When attempts were made to re-run the samples, the model demonstrated signs of instability; this could 
be as a result of the size of the data frame being too small. Large datasets are required to train neural 
networks and the dataset used was relatively smaller, although sizeable from a practical material 
engineering point of view, than the standard datasets employed in machine learning and dataset. 

The Spectral Approach 
The goal of the spectral approach was to utilized the peak intensity values in the 195nm-1104nm 

spectrum range with a 0.2nm resolution. This yielded a data frame consisting of 113 rows and 4552 
columns. Any negative values from the spectrometer signal were deemed as noise and thus set to 0. The 
columns of the data frame depcited the ratio of the intensity of the spectral signal at each wavelength 
over the total sum of the intensity. The structure of the model and its predictions are illustrated in figure 
7.2. The model consisted of eight dense layers. Layers 1 to 8 have 4551, 2000, 500, 300, 50, 8, 4 and 1 
neuron/s, respectively, generating a total of over 30 million parameters requiring computation. The 
model’s R2 value is 0.153. 
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Figure 7.2. The structure of the neural network model designed for training with the spectral approach. 

From the results presented in figure 6.7, One can see that the model was significantly bigger and 
more complex than the previous model managing the integral data frame. The model was given the task 
to handle over 30 million parameters compared to the 1219 parameters of the previous model, which was 
computationally very demanding. Despite this, the model’s statistical performance with R2 value of 0.15 
was significantly better than the 0.795 R2 value of the previous model. 

A number of neural network models were created to manage the spectral data frame. Since the data 
frame was composed of large dimensions, a technique known as Principal Component analysis (PCA) was 
utilized in efforts to reduce this [223]. PCA, a form of feature engineering, reduced the number of features 
columns from 4552 to a mere 12; it was able to retain hidden factors from the dataset and defined data 
using less components, which is explained the discrepancy in the data. Thus, it resulted in the reduction 
of computational complexity. These 12 principal components were fed in the neural model as input 
features. The model structure and the predictions made on physically measured samples are shown 
in figure 7.3. The model is consisted of seven dense layers. Layers 1 to 7 have 10, 10, 10, 10, 8, 4 and 1 
neuron/s, generating a total of 349 parameters demanding computation; the model’s R2 value is 0.883. 
The model reported here displayed a dominant performance when compared to the previous models. 
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Figure 7.3. The structure of the neural network model designed for training with the combined principal component 
analysis and spectral approach.  

As depicted in figure 7.3, in the PCA/spectral data frame integra�on approach, the model exhibited 
superior performance compared to the integral approach experiment, achieving an R2 value of 0.883, 
notably surpassing the performance of prior models. 

The Image Recognition Approach 
The spectral data, spanning from 200 to 1100 nm with a resolu�on of 0.2 nm, resulted in an array 

comprising 4500 data points. This array underwent transforma�on into a matrix with shape of (50, 90). 
Subsequently, this matrix was translated into an image format, where each value of the matrix 
corresponded to a pixel value within a 50-pixel x 90-pixel image. This process is depicted in figure 7.4. 

 

Figure 7.4. Converting a spectral plot (a) into an image (b). The spectral data are initially summed up and each peak 
value is calculated by dividing the original peak value over the sum. It is then converted into a matrix of (50, 90) shape. 
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The image derived directly from the spectra was ini�ally employed to train several convolu�onal 
neural network models. However, none of these models could effec�vely learn from the image in its 
original format, as CNN models typically operate more efficiently with standardized values. Subsequently, 
the pixel values of the image were scaled using two dis�nct normaliza�on methods: min-max scaling and 
standard scaling, as outlined in Chapter 3.1.4. New images were then generated based on the normalized 
pixel values of the original image. Two examples of these normalized images are illustrated in Figure 7.5. 

 

Figure 7.5. The original image (top) is converted to an image from normalised values via standard scaling (bottom 
left) and min-max scaling methods (bottom right). 

Subsequently, the normalized images were u�lized to train the model for predic�ng the sheet 
resistances of the IZO films deposited through the corresponding plasma process. Following training, the 
normalized images were subjected to similar convolu�onal models for tes�ng purposes. The outcomes of 
these tests are showcased in Figures 7.6 and 7.7. Interes�ngly, the min-max scaled data yielded the most 
accurate predic�ons of sheet resistance, as evidenced by the results and corresponding R2 values. 
Specifically, the standard scaled images displayed R2 values of 0.642, whereas the min-max scaled images 
exhibited significantly higher R2 values of 0.897. 
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Figure 7.6. The structure of the convolutional neural network model designed for training with standard scaled values 
of the pixels in image of the spectra.  

The model in figure 7.6 is consisted of two convolutional layers and two max-pooling layers which are 
then flattened and fed to a deep network with five dense layers. Where layers 1 to 5 had 5000, 5000, 100, 
20, and 1 neuron/s, generating a total of 57,518,453 parameters requiring computation, the model’s 
R2 value was 0.642. 
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Figure 7.7. The structure of the convolutional neural network model designed for training with the min-max scaled 
values of the pixels in images of the spectra.  

The model in figure 7.7 is consisted of two convolutional layers and two max-pooling layers which are 
then flattened and fed to a deep network with five dense layers. Where layers 1 to 5 had 5000, 5000, 100, 
20, and 1 neuron/s, generating a total of 57,518,453 parameters requiring computation, the model’s 
R2 value was 0.897. 

The findings thus far suggest that employing min-max scaling on the data enhances the CNN model's 
ability to accurately discern pa�erns and hidden features within the images. At this stage, each image, 
characterized by a matrix of shape (50, 90), underwent the Singular Value Decomposi�on (SVD) process, 
as detailed in Chapter 3.1.4. Despite both standard scaled and min-max scaled image matrices exhibi�ng 
similar condi�on numbers, there were discrepancies in the distribu�on of informa�on across singular 
values when SVD was applied to the images. Figure 7.8 illustrates the typical distribu�on of singular 
values, known as the "scree plot," for each layer of decomposed standard scaled and min-max scaled 
matrices. In a min-max scaled matrix, the first singular value (represen�ng the maximum value) 
encapsulated a higher percentage of the total sum of values compared to the standard scaled 
decomposed matrices. 
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Figure 7.8. The scree plot of singular values for (A) min-max scaled images and (B) standard scaled images. 

In the subsequent phase aimed at enhancing the CNN model's accuracy, the spectral image matrices 
were systema�cally decomposed layer by layer (a total of 50 layers for each image). Subsequently, the 
CNN model was trained using images reconstructed from smaller layers—or even individual layers—
derived from the SVD process. Given the underperformance of standard-scaled whole images in previous 
trials (refer to figure 7.6, R2 value 0.642), efforts were directed towards achieving improved performance 
with min-max scaled values. However, contrary to expecta�ons, an image reconstructed from the first 
single layer of standard-scaled images decomposed by SVD surpassed all other CNN training endeavours, 
yielding an impressive R2 value of 0.935. Notably, this model demonstrated excep�onal stability across 
repeated training sessions. Conversely, reconstruc�ng an image from the first single layer of a min-max 
scaled image yielded poor results in training the CNN model, with an R2 value of 0.74. 

This discovery proved highly intriguing: while the original standard-scaled images performed 
inadequately in training the CNN model, the min-max scaled originals exhibited notable success. 
Moreover, the reconstruc�on of an image from the first single layer of standard-scaled images 
outperformed all models in terms of both accuracy and stability. Consequently, given that these 
experiments were conducted across various chamber pressures, the reconstructed images from the first 
layer of the singular value decomposed original images were converted into a spectral format. These 
findings are illustrated in figures 7.9 and 7.10, where each column represents four randomly selected 
spectral reconstruc�ons of plasma emissions from the first layer of SVD of the original image at specific 
chamber pressures. 
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Figure 7.9. Four randomly selected conversions of the first layer of the image decomposition via SVD, associated with 
process chamber pressures into a spectral format. For standard scaled images. x-axis represents emission wavelengths 
and y-axis is emission intensity.  

 

 

Figure 7.10. Four randomly selected conversions of the first layer of the image decomposition via SVD associated with 
process chamber pressures into a spectral format. For min-max scaled images, x-axis represents emission wavelengths 
and y-axis is emission intensity. 

 

Table 7.1. Prediction of the thin film sheet resistance from a CNN model learning from the first layer of a singular 
value decomposed image of a plasma spectra (standard scaled). 

Predicted Real Relative Error 

7.598 7.5 1.31 

13.955 13.5 3.37 

7.360 7.5 1.87 
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10.832 11.4 4.98 

9,967 9.6 3.82 

7.487 7.5 0.18 

10.893 11 0.97 

10.255 9.6 2.32 

9.377 9.6 2.77 

10.996 10.7 2.77 

10.518 10.7 1.71 

10.457 10.7 2.27 

7.467 7.5 0.45 

13.073 13.5 3.16 

11.098 11.4 2.65 

9.937 10 0.63 

7.329 7.5 2.27 

10.551 11.4 7.44 

10.290 10.7 3.83 

10.045 9.8 2.50 

11.811 10.7 10.38 

11.457 11 4.32 

10.474 10 4.74 

 

Table 7.1 showcases the predictions derived from the standard scaled image data by the CNN model. 
An explanation can be made for the observed training performance associated with the standard scaled 
first layers images when looking at figures 7.9 and 7.10 in comparison. Detecting specific features in a 
particular image is the basis of the operation of CNNs. These features (and their detection with the black 
box of a DNN) lack intuition and can sometimes be mysterious. As a result, standard scaling of images, 
derived from the original plasma spectrum, resulted in feature consolida�on within specific column and 
row spaces of the image. Conversely, min-max scaling led to a distribu�on of features across alterna�ve 
row and column vector spaces. Nonetheless, considering the long-term objec�ve of inves�ga�ng the 
applicability of deep learning models in transi�oning toward digi�zed spu�ering processes, the model's 
performance was deemed sa�sfactory. Nevertheless, this presents an intriguing avenue for further 
explora�on, par�cularly by researchers with a primary focus on the prac�cal engineering aspects of deep 
learning models. 
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Table 7.2 encapsulates the overall performance of all experiments conducted in this study, in terms 
of their predic�ve accuracy. Notably, the CNN model approach achieved the highest R2 value. The stability 
metric reflects the repeatability of consecu�ve R2 values produced by the model, indica�ng the degree of 
devia�on from the maximum R2 obtained. A devia�on of 0.15 points is categorized as poor stability, 0.1 
as moderate, and 0.05 as good, when the models were repeated ten �mes. 

Table 7.2. The overall performance of the models and the data approach employed in experiments.  

 

 
7.1.2  Implementing Supervised and Unsupervised Deep-Learning Methods to Predict 

Sputtering Plasma Features 
 
As detailed in chapter 3.1.4. This set of experiments reports the follow up of the previous set of 
experiments whereby supervised and unsupervised deep-learning methods were implemented i.e. CNN 
to predict the sputtering growth parameters by feeding the spectral data of the plasma to it. 

Overall, 2352 images were used (588 images per method of 2-dimensional matrix formation) which 
is associated with various targets—working gas pressures, plasma power, and hydrogen impurity—that 
were present in the argon gas. 80% of the data was randomly selected for training the models and used 
the remaining 20% to evaluate the prediction of the models and their accuracy. 

Regression models 
A very interesting initial observation made was that the models were trained best on the data sets 

for which the peak-intensity ratio operations were carried out. In fact, without this step, standard scaling 
alone was insufficient to train the models, as extremely poor results and prediction were observed. 
However, the min-max scaling resulted in desirable accuracies, as in a sense it converts the data points to 
a minimum–maximum range of 0 to 1. However, once the peak-intensity ratio operation was carried out, 
standard scaling and min-max scaling were equally good for training the models for desirable accuracy. 
However, all the results presented in this report are associated with data that were min-max scaled. The 
results for each set of samples and experiments were investigated separately. 

When presenting the results (figures 7.11-7.14), ‘Original’ refers to the min-max-scaled stack-
overlay-formed images turned into a 2d matrix. ‘Original_SVD’ refers to the first-layer reconstruction of 
the original image after SVD decomposition. ‘SOM’ refers to images generated from the spectra via the 
self-organizing map method and ‘SOM_SVD’ refers to the first-layer reconstruction of the SOM image 
after SVD decomposition. The R-squared (R2) and mean squared error (MSE) of the models predictions 
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are also presented. The results of predicting the zinc concentration in the target are presented in figure 
7.10. It can be seen that SVD reconstructions of the SOM-formed images performed less effectively. 

 

 

Figure 7.11. The real value of the zinc content in the target (wt%) on the ‘y’ axis and the prediction of the zinc content 
(wt%) of the target composition in the ‘x’ axis (A) Original, (B) SOM image, (C) SOM_SVD, (D) Original_SVD images 

 

The results of predicting the indium concentration in the target are presented in figure 7.12. Once 
again, One can see that the SVD reconstruction of the SOM-formed images performed less 
effectively. Figure 7.13 and figure 7.14, respectively, demonstrate the predictions of the gas-flow rate 
and plasma power. 
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Figure 7.12. The real value of the indium content in the target (wt%) on the ‘y’ axis and the prediction of the indium 
content (wt%) of the target composition in the ‘x’ axis. (A) Original, (B) SOM, (C) SOM_SVD image, (D) Original_SVD 
images. 
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Figure 7.13. The real values of gas-flow rate (sccm) during the sputtering process are presented in ‘y axis and the 
predicted values in ‘x axis. (A) Original, (B) SOM, (C) SOM_SVD, (D): Original_SVD 
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Figure 7.14. The real values of plasma RF power (Watts) during the sputtering process are presented in ‘y axis and 
the predicted values in ‘x axis. (A) Original, (B) SOM image, (C): SOM_SVD, (D) Original_SVD 

Out of all the results, it can be seen that the SVD reconstruction of the SOM model (SVDS) produced 
the least accurate predictions. The original stack-overlay method of reconstructing a two-dimensional 
array from the one-dimensional array of the spectra seems to be sufficient for training the CNN model for 
accurate predictions. 

Classification model 
When the model was used as a classifier rather than a regressor to predict the presence of hydrogen 

impurity and impurity in the indium-oxide-based target, excellent results with all forms of two-
dimensional conversion techniques were obtained, as presented in figure 7.15 and figure 7.16. In both 
cases, The SVD reconstruction of the SOM method demonstrated one inaccurate classification, while all 
other models performed with 100% accuracy. The accuracy metrics associated with the hydrogen 
presence and indium-oxide target purity are presented in Table 1, Presenting the accuracy metrics of the 
CNN model’s performance trained with images formed from the four methods of two-dimensional image 
formation; presence of hydrogen in the working gas and impurity in the indium-oxide target. 
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Figure 7.15. Confusion matrices demonstrating the accuracy of the two-dimensional images to generate images for 
training ANN model for classification, on presence of hydrogen impurity in the sputtering working gas.  
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Figure 7.16. Confusion matrices demonstrating the accuracy of the two-dimensional generated images for training 
CNN model for classification of 100% purity of indium-oxide sputtering target.  

 

Table 7.3. Confusion matrix of model classification associated with Hydrogen presence and impurity in the indium 
oxide target. 
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7.2 Conclusion 

The integra�on of deep learning models into spectral analyses of spu�ering plasma offers the 
poten�al to digi�ze the spu�ering process. This implies that during deposi�on, specific film proper�es 
could be es�mated solely by observing the characteris�cs of the plasma. Through various modelling 
approaches, as outlined in Table 7.2, the CNN model approach yielded the highest R2 value with 
commendable stability. The study highlighted that result accuracy depended on both the quan�ty of data 
points and the number of process parameters considered. Addi�onally, the modelling approach adopted 
played a crucial role, par�cularly when focusing on specific electrical proper�es such as sheet resistance 
of the TCO. Undoubtedly, future endeavours will encompass explora�on of addi�onal sample features, 
including charge carrier concentra�on, mobility, crystal structure parameters, and op�cal band gap, 
aiming for enhanced op�miza�on and control. Future research will also entail adjus�ng other 
experimental parameters, such as sample rota�on speed, incident angle of the magnetron to the 
substrate, and their rela�ve distance, to achieve highly accurate predic�ons of the func�onality of the 
deposited films. 

The results presented in this chapter (figures 7.11-16) clearly demonstrate the potential of deep 
learning and, in particular, computer-vision-based CNN models as the tool of choice to be utilised in 
associating the spectra emissions of plasma to the operating conditions of sputtering units. Plasma power 
and gas-flow rates do indeed affect plasma glow and its spectral characteristics. Higher plasma power can 
lead to higher energy ions and higher rates of excitation, which also affect the property of the thin film 
deposited while demonstrating a unique glow feature in the plasma emission. Higher gas-flow rates 
increase the chamber pressure, resulting in a greater flux of atomic collisions and variation in the ion 
distribution. This, in turn, affects the property of the thin film deposited. The models presented were 
shown to be successful at predicting various features associated with the process, such as (wt%) content 
of the target ingredients in figure 7.11 and figure 7.12 and the gas-flow rate and plasma power, as 
presented in figure 7.13 and figure 7.14. The model also demonstrated the ability to predict the presence 
of an additional gas (hydrogen) as a 5% impurity in the argon working gas and to assess the purity of the 
target itself, as presented in figure 7.15 and figure 7.16. In the experiments carried out, a static CNN 
construction was trained with the images that were formed from the four described two-dimensional 
images. By further adjusting the CNN model, higher accuracies are achievable. It was shown that the 
spectral data can be easily used to form an image that can benefit from the power of modern computer-
vision deep-learning models. This simple approach even outperformed the more complex SOM method 
of two-dimensional array formation. 

All these parameters are critical in defining the properties of the thin films produced via this form of 
plasma sputtering. When neural networks can associate the spectral features of the plasma with a 
numerical assessment of these critical operating features, they can also be implemented to predict the 
properties of thin films. This was demonstrated by focusing on a single sputtering target (indium zinc 
oxide) and assessing the electrical property of the produced thin films. The range of the target materials 
was extended to further validate the observations seen in section 7.1. 

It was acknowledged that further improvements in model construc�on could be achieved with 
access to addi�onal data, par�cularly from other spu�er systems, which unfortunately were not available. 
Nonetheless, the work conducted within these constraints represents a significant step towards 
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establishing correla�ons between digital datasets and the desired func�onality of TCO films with a 
reasonable level of accuracy. Consequently, this research holds significance for optoelectronic industries 
employing physical vapor deposi�on techniques , to produce high-yield products. 

In conclusion, the presented results emphasise the need for the establishment of a global repository 
where data generated at various research levels by diverse research groups, including material engineers 
and scien�sts, can be shared for analysis and model training. In the long run, this ini�a�ve will reduce 
research and development costs and expedite the advancement of novel materials and technologies, 
ul�mately benefi�ng industries as they transi�on towards efficient and cost-effec�ve scaling-up of their 
produc�on processes. 

Chapter 7.1 demonstrated how these models can be used to predict the physical properties of thin 
films, with a focus on a single material. In Chapter 7.2, it has been shown that these models are capable 
of predicting the nature of plasma at a high level of precision and, therefore, one can conclude that these 
can be instrumental in predicting various other material properties associated with thin films produced 
via sputtering. The deep learning trial studies carried out and subsequent findings in this chapter have 
also been presented in the format of publications [224,225]. 

Proficient researchers specializing in data science, ar�ficial intelligence (AI), and machine learning 
are con�nuously refining algorithms, loss func�ons, backpropaga�on models, and op�miza�ons to 
advance this field as a universal tool for various scien�fic domains. Consequently, the models showcased 
in this study have the poten�al for further refinement to a�ain greater accuracy. Therefore, integra�ng 
AI processes, as demonstrated in this inves�ga�on and its correla�on to func�onal proper�es, could 
greatly enhance the digi�zed manufacturing process in the realm of thin film deposi�ons. 
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Chapter 8  Summary, Highlights and Future Work 
 

8.1 Summary 
The thesis is an attempt to bring together the research work that has explored and demonstrated 

two novel and simple approaches viz.  the colour characterisation method and the application of Artificial 
Intelligence/Machine Learning to the diagnosis and evaluation of the glow discharge during RF magnetron 
sputtering. The key findings of the work are summarized below: 

In chapter 4, the photometric properties of a radio frequency (RF)-based sputtering plasma source 
were monitored through optical spectroscopy. The colour of the plasma source was deduced based on 
conventional chromaticity index analysis and it was compared to the direct spectral data plots of the 
emission peaks to investigate the possibility of characterising the plasma based on its specific colour and 
exploring the potential of defining a new method by which the plasma sputtering process can be 
addressed based on the plasma colour parameters. The intention of this investigation is to evaluate the 
possibility of simplifying the monitoring and assessment of the sputtering process for applied scientists 
operating plasma sputter deposition systems. a viable potential for this technique was demonstrated in 
terms of providing information regarding the stability of the plasma, chamber pressure, and plasma 
power; however, further work is underway to verify and assess a relationship between the quality of the 
thin film coating and the colour characteristics of the deposition plasma. Here, the focus was solely on the 
feasibility of such an approach and demonstrate interesting observations. There was a clear linear 
relationship between the colour functions and the plasma power, while the stability of the sputtering 
plasma can be assessed based on the plasma colour functions. The colour functions also follow a unique 
pattern when the working gas pressure is increased. 

Chapter 5, showcases the spectral properties and colour functions of a radio frequency (RF)-based 
sputtering plasma source was monitored during consecutive sputter deposition of zinc doped indium 
oxide (IZO) thin films under argon and argon/hydrogen mix. The effect of target exposure to the hydrogen 
gas on charge density/mobility and spectral transmittance of the deposited films was investigated. It was 
demonstrated that consecutive exposure to the hydrogen gas during the deposition process progressively 
affects the properties of thin films with a certain degree of continuous improvement in electrical 
conductivity while demonstrating that reverting to only argon from argon/ hydrogen mix follows a 
complex pathway, which has not been reported previously in such detail to one’s knowledge. It was then 
demonstrate that this effect can be used to prepare highly conductive zinc oxide thin films without indium 
presence and as such eliminating the need for the expensive indium addition. As demonstrated, the 
complexity observed in emission spectra can be simply identified by monitoring the colour of the plasma 
through its colour functions, making this technique a simple real-time monitoring method for the 
deposition process. 

Chapter 6 investigates the complexity of the reactive sputtering of highly conductive zinc oxide thin 
films in the presence of hydrogen at room temperature. The importance of precise geometric positioning 
of the substrate with respect to the magnetron to achieve maximum conductivity was studied. The results 
were examined which entailed studying the electrical properties of the deposited thins films based on 
their position on the substrate holder relative to the magnetron. By considering early reports by other 
researchers on the angular dependency of plasma parameters and the effect of hydrogen doping on 
electric and magnetic properties of hydrogen-doped zinc oxide, a hypothesis was put forward regarding 
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the hydrogenated ZnO compounds exhibiting ferromagnetic properties near the edge; further tests are 
required to be carried out to verify this hypothesis. Overall, this report presents the preparation highly 
conductive zinc oxide thin film coatings via RF sputtering with hydrogen presence along with argon as the 
sputtering gas. 

Moving away from evaluation of the plasma via colour characterisation, the feasibility of applying 
artificial intelligence for the modelling of the glow discharge in chapter 7 was explored. Deep learning 
models were implemented to examine the accuracy of predicting a single feature (sheet resistance) of 
thin films of indium-doped zinc oxide deposited via plasma sputter deposition by feeding the spectral data 
of the plasma to the deep learning models. It was demonstrated that artificial neural networks could be 
implemented as a model that could predict the sheet resistance of the thin films as they were deposited, 
taking in only the spectral emission of the plasma as an input with the objective of taking a step toward 
digital manufacturing in this area of material engineering. This research work is concluded in by presenting 
the spectral emission data from the plasma glow of various sputtering targets containing indium oxide, 
zinc oxide, and tin oxide were obtained. The plasma was generated at various power and chamber 
pressures. These spectral data were then converted into two-dimensional arrays by implementing a basic 
array-reshaping technique and a more complex procedure utilizing an unsupervised deep-learning 
technique, known as the self-organizing-maps method. The two-dimensional images obtained from each 
single-emission spectrum of the plasma mimic an image that can then be used to train a convolutional 
neural network model capable of predicting certain plasma features, such as impurity levels in the 
sputtering target, working gas composition, plasma power, and chamber pressure during the machine 
operation. The single-array-to-2D-array conversion technique, coupled with deep-learning techniques 
and computer vision, was shown to achieve high predictive accuracy and can, therefore, be fundamental 
to the construction of a sputtering system’s digital shadow. 

8.2 Highlights of the Research 
The research work conducted has evolved from the studies conducted for the basic understanding of 

the plasma characteristics in a sputtering chamber and its relationship with the vacuum processing 
parameters using advanced spectroscopy and predictive modelling tools. The optimisation of the 
sputtering process in pinpointing a process condition in vacuum process industry has always been a holy 
grail and is limited to finding recipes for each vacuum instrument, the research work was conducted with 
a motivation to find these limiting factors drawing its origins from the plasma source itself. Whilst each 
chapter registers the conclusion of the studies conducted along with the summary of the work in the 
preceding section, the highlights of the results can be presented as following. 

• The characteristic colour of RF plasma has been successfully linked with the chromaticity index 
and was demonstrated for the first time a linear relationship between the colour functions and 
the plasma power, whilst a defined unique patterns for the stability of the plasma and the effect 
of variations of chamber gas pressure, thus making this technique a simple real-time monitoring 
method for the deposition process. 

• A highly conductive (18 ohms/sq) and transparent (>80% transmission in the visible range) ZnO 
films have been obtained at room temperature using hydrogen doping, making it one of the useful 
TCOs for low temperature processing required for perovskite and organic solar cells. 

• A correlation has been established for the first time of extensive set of electrical sheet resistance 
of IZO thin films data and the RF plasma glow characteristics, which has also been validated by 
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modelling tools involving artificial intelligence viz. deep learning and computer vision methods. 
These have achieved high predictive accuracy and thus can be applied to construction of 
sputtering system’s digital shadow for high value and high yield manufacturing. 

8.3 Future work  
Extensive work on incorporating deep learning methods in the sputter deposition process to further 

establish the design of a digital shadow is underway. This includes feeding the spectral emission data of 
the glow discharge into a CNN deep learning model to predict an array of electrical properties (such as 
carrier concentration & mobility) of a range of thin film TCOs. Plasma sputtering is a highly complex 
process which involves deep theoretical physics to explain which is a limiting factor for applied/materials 
scientist who want further to explore this type of deposition technique; This gap in knowledge can by 
addressed by incorporating AI to establish a relationship between the plasma sputtering process and the 
properties of thin films. The application of AI does not have to be limited to the deposition of TCOs only 
but can also be applied to a wide variety of thin film semiconducting materials; one such example would 
be photoactive materials. The implementation of AI i.e. Machine Learning and Deep learning methods in 
the manufacture of thin films materials (and the semiconductor industry as a whole) can bring forth great 
prospects leading to enhanced productivity, efficiency and performance whilst reducing costs.  

Since Frank Rosenbla� proposed the concept of the perceptron in the 1960s [226], followed by the 
ground-breaking contribu�ons of Hinto, LeCun, and Bengio in the 1980s [227], the field of computer 
science has witnessed con�nuous advancements. Presently, with leading companies like Google and 
Facebook ac�vely leveraging its capabili�es, there's a surge in the development of increasingly intricate 
deep-learning models, expanding the horizons of numerical analysis. Consequently, there's a growing 
necessity for researchers in tradi�onal domains such as material science to embrace and apply this 
technology in their work. 
 

Integra�ng deep learning models into plasma-assisted thin-film deposi�on processes could result in 
the crea�on of a digital replica for spu�er-deposi�on, a cri�cal step in producing numerous thin films used 
in various everyday products. The primary challenge lies in acquiring the vital data. Deep learning models 
exhibit enhanced accuracy and efficiency when trained on substan�al datasets. Incorpora�ng these 
models into established engineering or materials-engineering domains will necessitate strategies for 
accessing or compiling structured data. Therefore, efforts aimed at genera�ng an extensive repository of 
spectral emissions linked to the spu�ering of diverse materials will play a pivotal role in establishing a 
digital counterpart for plasma-spu�ering processes. 
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