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Abstract—This paper describes the extension of a recently introduced microwave imaging technique for treating multilayered objects with inclusions. The technique is based on the Huygens Principle (HP): Using HP to forward propagate the waves removes the need to solve inverse problems and, consequently, no matrix generation/inversion is required. In addition to its simplicity, the methodology permits the capture of contrast, to the extent in which different material properties within the region of interest can be discriminated in the final image. Specifically, this can be seen as localization of an object inside the medium. It follows that the methodology can identify the presence and location of significant scatterers inside a multilayered volume, without having apriori knowledge on the dielectric properties of the target object. Additionally, an analytically-based approach for analyzing UWB body propagation is presented, where the body is modeled as a 3-layer stratified cylinder with an eccentric inclusion. Validation of the technique through both simulations and measurements on multilayered cylindrical objects with inclusions has been performed.

1. INTRODUCTION

In recent years, there has been a growing interest in the development of imaging methods for medical applications. Microwave imaging has been recognized as a promising non-ionizing and non-invasive
alternative screening technology for these application areas. Microwave imaging has attracted increasing attention in the last decade, especially due to its applicability to breast cancer detection. This capability is motivated by the significant contrast in the dielectric properties of normal and malignant tissues at microwave frequencies. At present, there are two main breast imaging techniques employing microwave signals; microwave tomography and UWB radar techniques. Tomographic image reconstruction involves solving a nonlinear inverse scattering problem in order to recover an image of the dielectric properties in the breast [1–3]. Based on the previous works in this area [4, 5], a new analytical approach has recently been introduced by reformulating the inverse scattering problem as an inverse source one. This new approach requires the calculation of both the radiating and the non-radiating parts of the induced currents, and permits an efficient solution of 2D problems [6–8].

The UWB radar approach solves a simpler computational problem by seeking only to identify the significant scatterers inside the target volume [9–13]. Reconstructing the image requires beamforming techniques of varying complexity. Current beamforming techniques use time domain processing algorithms; a common method is confocal imaging that employs simple delay-and-sum beamforming [8, 10]. However, while being computationally inexpensive, confocal imaging causes major problems in imaging spaces which possess volumes of varying dielectric constant. Alternatively, Microwave Imaging via Space-Time (MIST) beamforming technique [11, 12], uses filters that compensate for dispersion and fractional time delays.

Here, in contrast to conventional approaches based on Finite Difference Time Domain (FDTD) methods, the propagation phenomena of UWB signal in human tissue will be investigated analytically. In detail, the body will be modeled as a 3-layer eccentric cylinder of infinite length, and Maxwell’s equations will be solved. In addition, the UWB microwave imaging method introduced in [14] will be employed using the analytical results. As stated earlier, the method is based on the Huygens Principle; using HP to forward propagate the waves removes the need to solve inverse problems, which in turn, removes the need for matrix generation/inversion. Furthermore, UWB allows the utilization of all the information in the frequency domain by combining the information from the individual frequencies, resulting in the construction of a consistent image. It follows that the methodology can identify the presence and location of significant scatterers inside a multilayered volume without having apriori knowledge on the dielectric properties of the target object.

Previously, the authors have performed successful simulation and
measurement tests to validate the HP on canonical objects with single and multiple eccentric inclusions [14–16]. In this paper, stratified cylinders involving at least 3 different layers are used as models in both simulations and measurements. Potential applications of this method includes breast cancer detection, internal organ imaging, and whole body imaging. The paper is organized as follows. In section II Maxwell’s equations are solved for a 3-layer stratified eccentric cylinder model. In Section III the HP based procedure is reviewed, and the procedure is verified through realistic simulations in Section IV. Validation of the method through measurements on a multi-layered cylinder is given in Section IV, and finally Section V concludes the paper.

2. 3-LAYER STRATIFIED ECCENTRIC CYLINDER

Here, we consider a 3-layer stratified cylinder in free space, illuminated by a plane wave having a frequency \( f \). The three cylinders are indicated as cylinder ‘0’, cylinder ‘1’ and cylinder ‘2’, and have radiiues \( a_0 \), \( a_1 \) and \( a_2 \) respectively (see fig. 1).

\[ k_1 = \omega \sqrt{\varepsilon_1 \mu_1}, \quad \omega = 2\pi f \]
\[ Z_1 = \sqrt{\frac{\mu_1}{\varepsilon_1}} \]
Cylinder ‘1’ is characterized by $\varepsilon_2, \mu_2$, both of which can be complex and can vary with the frequency. It holds:

$$k_2 = \omega \sqrt{\frac{\varepsilon_2 \mu_2}{\varepsilon_2}} \quad (2a)$$

$$Z_2 = \sqrt{\frac{\mu_2}{\varepsilon_2}} \quad (2b)$$

Cylinder ‘2’ is characterized by $\varepsilon_3, \mu_3$, both of which can be complex and can vary with the frequency. Such that:

$$k_3 = \omega \sqrt{\frac{\varepsilon_3 \mu_3}{\varepsilon_3}} \quad (3a)$$

$$Z_3 = \sqrt{\frac{\mu_3}{\varepsilon_3}} \quad (3b)$$

To determine the field in different regions, we start by writing the field expressions for axial components, where $\phi_0$ represents the angle of incidence of the plane wave.

$$E_{z}^{0} = E_0 \sum_{n=-\infty}^{+\infty} (-j)^n [J_n(k_0 \rho) + a_{0,n} H_n^{(2)}(k_0 \rho)] e^{jn(\phi - \phi_0)}, \quad (4a)$$

$$\rho > a_0$$

$$E_{z}^{1} = E_0 \sum_{n=-\infty}^{+\infty} (-j)^n [i_{1,n} J_n(k_1 \rho) + o_{1,n} H_n^{(2)}(k_1 \rho)] e^{jn\phi}, \quad (4b)$$

$$a_1 < \rho < a_0$$

$$E_{z}^{2} = E_0 \sum_{n=-\infty}^{+\infty} (-j)^n [i_{2,n} J_n(k_2 \rho') + o_{2,n} H_n^{(2)}(k_2 \rho')] e^{jn\phi'}, \quad (4c)$$

$$\rho < a_1 \text{ and } \rho' > a_2$$

$$E_{z}^{3} = E_0 \sum_{n=-\infty}^{+\infty} (-j)^n i_{3,n} J_n(k_3 \rho') e^{jn\phi'}, \quad (4d)$$

$$\rho' < a_2$$
Equations (4) hold in free-space, inside cylinder ‘0’, inside cylinder ‘1’ and inside cylinder ‘2’, respectively. Similarly we have the following field expressions for azimuthal components:

\[
H_0^\phi = \frac{E_0}{jZ_0} \sum_{n=-\infty}^{+\infty} (-j)^n [J_n'(k_0 \rho) + o_{0,n} H_n^{(2)}(k_0 \rho)] e^{jn(\phi-\phi_0)}, \quad \rho > a_0 \tag{5a}
\]

\[
H_1^\phi = \frac{E_0}{jZ_1} \sum_{n=-\infty}^{+\infty} (-j)^n [i_1,nJ_n'(k_1 \rho) + o_{1,n} H_n^{(2)}(k_1 \rho)] e^{jn\phi}, \quad a_1 < \rho < a_0 \tag{5b}
\]

\[
H_2^\phi = \frac{E_0}{jZ_2} \sum_{n=-\infty}^{+\infty} (-j)^n [i_2,nJ_n'(k_2 \rho') + o_{2,n} H_n^{(2)}(k_2 \rho')] e^{jn\phi'}, \quad \rho < a_1 \text{ and } \rho' > a_2 \tag{5c}
\]

\[
H_3^\phi = \frac{E_0}{jZ_3} \sum_{n=-\infty}^{+\infty} (-j)^n [i_3,nJ_n'(k_3 \rho') e^{jn\phi'}, \quad \rho' < a_2 \tag{5d}
\]

By applying the boundary condition at \( \rho = a_0 \) we have:

\[
E_z^0(\rho = a_0) = E_z^1(\rho = a_0) \Rightarrow [J_n(k_0 a_0) + o_{0,n} H_n^{(2)}(k_0 a_0)] e^{-jn\phi_0} = i_{1,n}J_n(k_1 a_0) + o_{1,n} H_n^{(2)}(k_1 a_0) \tag{6a}
\]

\[
H_0^\phi(\rho = a_0) = H_0^1(\rho = a_0) \Rightarrow [J_n'(k_0 a_0) + o_{0,n} H_n^{(2)}(k_0 a_0)] e^{-jn\phi_0} = \frac{Z_0}{Z_1} [i_{1,n}'J_n'(k_1 a_0) + o_{1,n} H_n^{(2)}(k_1 a_0)] \tag{6b}
\]

From (6a) and (6b),

\[
i_{1,n} = R_n + o_{0,n} S_n \tag{7a}
\]
\[ o_{1,n} = R_n + o_{0,n} S_n \]  

(7b)  

where, \( R_n \), \( S_n \), \( R_n \) and \( S_n \) are calculated after solving system of (6a) and (6b).  

Next, applying the boundary condition at \( \rho' = a_2 \) we have:

\[ E_z^2(\rho' = a_2) = E_z^3(\rho' = a_2) \Rightarrow \]

\[ i_{2,n} J_n(k_2 a_2) + o_{2,n} H_n^{(2)}(k_2 a_2) = i_{3,n} J_n(k_3 a_2) \]  

(8a)  

\[ H_{\phi}^3(\rho' = a_2) = H_{\phi}^3(\rho' = a_2) \Rightarrow \]

\[ i_{2,n} J_n'(k_2 a_2) + o_{2,n} H_n^{(2)}(k_2 a_2) = \frac{Z_2}{Z_3} i_{3,n} J_n'(k_3 a_2) \]  

(8b)  

From (8a) and (8b),

\[ o_{2,n} = -i_{2,n} Q_n \]  

(9)  

where \( Q_n \) can be determined by manipulating (8). To facilitate the imposition of boundary conditions at \( \rho = a_1 \), \( E_z^2 \) and \( H_{\phi'}^2 \) are first expressed in terms of \( \rho \) and \( \phi \).

\[ E_z^2 = E_0 \sum_{n=-\infty}^{+\infty} (-j)^n i_{2,n} \sum_{m=-\infty}^{+\infty} J_{m-n}(k_2 d) J_m(k_2 \rho) e^{j m \phi} e^{-j(m-n)\overline{\phi}} \]

\[ + o_{2,n} \sum_{m=-\infty}^{+\infty} H_m^{(2)}(k_2 \rho) J_{m-n}(k_2 d) e^{j m \phi} e^{-j(m-n)\overline{\phi}}, \quad \rho < a_1 \text{ and } \rho' > a_2 \]  

(10a)  

\[ H_{\phi'}^2 = \frac{E_0}{j Z_2} \sum_{n=-\infty}^{+\infty} (-j)^n E_0 i_{2,n} \sum_{m=-\infty}^{+\infty} J_{m-n}(k_2 d) J_m'(k_2 \rho) e^{j m \phi} \]

\[ e^{-j(m-n)\overline{\phi}} + o_{2,n} \sum_{m=-\infty}^{+\infty} H_m^{(2)}(k_2 \rho) J_{m-n}(k_2 d) e^{j m \phi} e^{-j(m-n)\overline{\phi}}, \quad \rho < a_1 \text{ and } \rho' > a_2 \]  

(10b)  

In above, \( d \) and \( \overline{\phi} \) represent the distance between the axes of cylinders ‘1’ and ‘2’ (OO’) and the angle between OO’ and the x-axis, respectively.

Moving on to the boundary condition at \( \rho = a_1 \), we have:


\[ E_1^z(\rho = a_1) = E_2^z(\rho = a_1) \Rightarrow \]
\[ \sum_{n=-\infty}^{+\infty} (-j)^n [i_{1,n}J_n(k_1a_1) + o_{1,n}H_n^{(2)}(k_1a_1)]e^{jn\phi} \]
\[ = \sum_{n=-\infty}^{+\infty} (-j)^n [i_{2,n} \sum_{m=-\infty}^{+\infty} J_{m-n}(k_2d)J_m(k_2a_1)e^{jm\phi}e^{-j(m-n)\phi}] \]
\[ + o_{2,n} \sum_{m=-\infty}^{+\infty} H_m^{(2)}(k_2a_1)J_{m-n}(k_2d)e^{jm\phi}e^{-j(m-n)\phi}] \]

(11a)

\[ H_1^\phi(\rho = a_1) = H_2^\phi(\rho = a_1) \Rightarrow \]
\[ \sum_{n=-\infty}^{+\infty} (-j)^n [i_{1,n}J'_n(k_1a_1) + o_{1,n}H'_n(k_1a_1)]e^{jm\phi} \]
\[ = Z_1 Z_2 \sum_{n=-\infty}^{+\infty} (-j)^n [i_{2,n} \sum_{m=-\infty}^{+\infty} J_{m-n}(k_2d)J'_m(k_2a_1)e^{jm\phi} \]
\[ e^{-j(m-n)\phi} + o_{2,n} \sum_{m=-\infty}^{+\infty} H'_m(k_2a_1)J_{m-n}(k_2d)e^{jm\phi} \]
\[ e^{-j(m-n)\phi}] \]

(11b)

Employing the orthogonality property of \( e^{-jl\phi} (\int_0^{2\pi} e^{-jl\phi}e^{jm\phi}d\phi = 2\pi \text{ if } l = m \text{ and } = 0 \text{ if } l \neq m) \), and after some Algebraic manipulation the following result is obtained,

\[ \sum_{n=-\infty}^{+\infty} i_{2,n}G_{l,n} = V_l \]

(12)

where \( G_{l,n} \) and \( V_l \) can be determined by manipulating (11), after a proper truncation.

Thus, all inward and outward fields, and hence the field everywhere inside the stratified cylinder have been calculated. It should be noted that if the cylinder (fig. 1) is illuminated by an electrical z-directed line source of intensity \( I \), then all the expressions in this section which have been derived from the plane wave illumination
can still be used by simply replacing \((-j)^n\) with \(H_n^{(2)}(k_0\rho_0)\), where \(\rho_0\) represents the distance of the line source from the axis of the cylinder.

3. THE HUYGENS PRINCIPLE-BASED PROCEDURE

In this section, we briefly recall the HP based procedure. The reader can refer to [14] for more details. Let us consider a cylinder with a radius \(a_0\) in free space. The cylinder is illuminated by a transmitting line source \(tx_m\) and operates at a frequency \(f\). At this point, it is assumed that the dielectric properties of the cylinder, i.e. the dielectric constant \(\varepsilon_1\) and the conductivity \(\sigma_1\) are known. As an inclusion, a smaller cylinder with a higher dielectric constant than \(\varepsilon_1\) is placed inside the original cylinder (fig. 2). The problem consists of identifying the presence and location of the inclusion by using only the fields measured outside the cylinder.

Suppose that the field at the surface points \(rx_{np} = (a_0, \phi_{np})\) is known, such that:

\[
E_{|rx_{np}} = E_{np} \quad \text{with} \quad np = 1, \ldots N_{PT} \tag{13}
\]

where \(N_{PT}\) indicates the number of measured points across the outside cylinder. We calculate the field inside the cylinder as the superposition of the fields radiated by the \(N_{PT}\) observation points of (13):

\[
E_{\text{HP}}^{\text{est}}(\rho, \phi; tx; f) = \Delta_s \sum_{np=1}^{N_{PT}} E_{np}G(k_1|\vec{\rho}_{np} - \vec{\rho}|) \tag{14}
\]
where $G(k_1 | \vec{p}_{np} - \vec{p} |)$ is the Green’s function defined in [14], $(\rho, \phi) \equiv \vec{p}$ is the observation point, $k_1$ represents the wave number for the media constituting the cylinder and $\Delta_s$ is the spatial sampling value. In (14), the string “rcstr” is used to indicate the reconstructed internal field, while the string HP indicates that a HP-based procedure will be employed; additionally, we note that the reconstructed field will depend on the illuminating source and the frequency (since $E_{np}$ depends on these parameters). It has been shown that a mismatch appears in the region of transmission of the two media. Thus, assuming we have $M$ transmitting sources $tx_m$ with $m = 1, 2, \ldots, M$, and $N_F$ frequencies $f_i$, the intensity of the resulting image $I$ using the Green’s functions can be obtained through:

$$I_{HP}(\rho, \phi) = \frac{1}{B} \sum_{m=1}^{M} \sum_{i=1}^{N_F} \Delta_f |E_{rcstr}^{HP}(\rho, \phi; tx; f_i)|^2$$

In (15), $\Delta_f$ and $B$ represent the frequency and the bandwidth, respectively. The resolution is expected to achieve the optical resolution limit of $\lambda_{f_{max}}/4$, where $\lambda_{f_{max}}$ represents the wavelength in the cylinder calculated at the highest employed frequency. During the initial simulations, it was observed that an image of the transmitter appeared in the result, which sometimes masked the area of interest. However, this transmitter image can be successfully removed by modifying (14) such that:

$$E_{rcstr}^{HP}(\rho, \phi; tx; f) = \Delta_s \sum_{np=1}^{N_{PT}} (E_{np} - \text{avg}_M \{E_{np}\}) G(k_1 | \vec{p}_{np} - \vec{p} |)$$

where $\text{avg}_M \{E_{np}\}$ represents the average of signals obtained illuminating the object using $M$ different transmitter positions. This in effect “smears” out the transmitter image.

4. VALIDATION THROUGH SIMULATION: MULTILAYERED OBJECT WITH AN ECCENTRIC INCLUSION

Before proceeding to perform an experiment, the applicability of the analytical formulation was tested by simulating a 3-layer cylindrical object with an eccentric inclusion. To verify this using the HP procedure, an external Agar cylinder in free space having a radius of 4.25 cm, with electrical properties (frequency independent for the
moment) of $\varepsilon_{r1} = 70$ and $\sigma_1 = 0.5$ S/m, with inclusions is considered. A smaller cylinder of radius 3 cm, with the same dielectric constant value but a higher conductivity value $\sigma_1 = 2$ S/m is placed inside the outer cylinder to represent the second medium. Finally, an eccentric inclusion made of a Perfectly Electrically Conducting (PEC) cylinder of radius 3 mm, is placed 1.75 cm away from the axis of the cylinder, 90° degrees relative to the x-axis.

The external cylinder is illuminated using 4 transmitter sources situated 8 cm from the axis of the cylinder, while a frequency band of 1-3 GHz with frequency spacing of 10 MHz is used. For each illuminating source and for each frequency, the field ($E_{np}$) at $N_{PT} = 120$ points lying on the external surface is calculated. It should be noted that in this example, $E_{np}$ has been determined using the analysis presented in Section II. Finally, the average of the 4 data sets ($\text{avg}_M\{E_{np}\}$) is calculated and the Huygens principle is applied to the difference between the measured field and the average field as stated in (16). Fig 3 shows the normalized intensity obtained through (15) and using an appropriate image adjusting. The image is adjusted by enforcing to zero the intensity values below 0.5 and expanding from 0 to 1 of the values above 0.5. A peak can be clearly detected in the regions of the inclusions: thus, both detection and localization are achieved for this multi-layered problem.

![Figure 3](image.png)

**Figure 3.** Cylinder with an inclusion: normalized intensity obtained through (15). All scales are in meters.

Next, a similar geometrical model, this time with realistic human body tissue properties assigned to its three layers is further simulated.
The external cylinder is assumed to be a thin human skin with radius 4.25 cm, \( \varepsilon_{r1} = 41 \) and \( \sigma_1 = 0.8 \text{ S/m} \) [17]. The internal concentric cylinder and the eccentric inclusion are then assigned the electrical properties of a normal \( (\varepsilon_{r1} = 10 \text{ and } \sigma_1 = 0.8 \text{ S/m}) \) and malignant \( (\varepsilon_{r1} = 50 \text{ and } \sigma_1 = 1 \text{ S/m}) \) tissue respectively. In the simulation, the radius of the middle cylinder is increased to 4.05 cm in order to have a thin skin layer of only 2mm, while the sizes of other layers remain unchanged. The same frequency range, sampling and transmitting sources and other conditions as the previous simulation are implemented here. Figure 4(b) shows the normalized intensity obtained through (15) and using an appropriate image adjusting and averaging. It is important to point out that in this simulation, the quantity \( k_2 \) is used instead of \( k_1 \) in the Green’s function for the reconstruction process. This is due to the fact that as a thin skin layer is used to represent the outer layer, the target is now contained in the second layer, which represents a normal breast tissue.

A peak can be clearly detected in the region of the inclusion. It can be seen that the method successfully detects and locates the breast tumor in this multilayered simulation, and knowing that malignant breast tissue has a conductivity value higher than most human tissues [18], its detection will be achieved in nearly all cases.

Next, an analysis of the signal to clutter ratio and resolution with respect to the band is performed. Specifically, We define the signal to clutter ratio \( \text{(S/C)} \) as the ratio between the maximum inclusion response and the maximum clutter response in the same image [10]. To evaluate the \( \text{S/C} \) with respect to the band, we apply (15) for different bandwidths; more in detail, we perform image reconstruction assuming a bandwidth of 1, 2, and 4 GHz (the lower frequency is fixed at 1 GHz). Next, for each image the \( \text{S/C} \) is calculated and reported in table I. Note that in HP procedure the within-breast \( \text{S/C} \) approaches 4 dB for a bandwidth of 4 GHz. This value has been obtained with \( M=4 \) transmitter positions, \( N_{PT}=120 \), and a frequency sampling of 20 MHz. The reader is invited to refer to [14] for further detail concerning variation of \( \text{S/C} \) with respect to \( M, N_{PT} \) and frequency sampling. In the same paper, it has been shown that an increase of approximately 4 dB occurs if using \( M=12 \). Note that in [10], for a similar problem of 4 GHz bandwidth, a within-breast \( \text{S/C} \) of 4.1 dB has been obtained by employing the delay-and-sum beamforming algorithm and using \( M =45 \), while in [19] a within-breast \( \text{S/C} \) of 4 dB has been obtained by employing time reversal approach and using \( M=7 \). Note that in both [10] and [19], the skin has also been considered.

Resolution, i.e. the dimension of the region whose normalized intensity is above 0.5, has been addressed with respect to the band.
Figure 4. Normalized intensity obtained through (15), (a) before image adjusting, (b) after image adjusting. All scales are in meters.

Specifically, in the same Table I the resolution is given assuming a bandwidth of 1, 2 and 4, respectively. It can be shown (see Table I) that the resolution achieves the optical resolution limit of $\lambda_{f_{\text{max}}}/4$; this value is better than that achieved by time reversal approach [19].
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and comparable to that achieved by the delay-and-sum beamforming algorithm [10]. A detailed analysis on computational time can be found in [14].

<table>
<thead>
<tr>
<th>Band (GHz)</th>
<th>Within-breast S/C (dB)</th>
<th>Resolution (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>7.5</td>
</tr>
<tr>
<td>2</td>
<td>3.5</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>3.9</td>
<td>5</td>
</tr>
</tbody>
</table>

5. VALIDATION THROUGH MEASUREMENTS: MULTILAYERED OBJECT WITH AN ECCENTRIC INCLUSION

To access the practical ability of the HP method in locating an eccentric inclusion in a multi-layered medium, a human tissue like model was constructed. To achieve this purpose, a 2 mm thick PVC cylindrical pipe with radius of 5 cm was concentrically placed inside a larger plastic pipe, also 2 mm thick but with a larger radius of 6.25 cm. Both pipes were filled with agar-agar gel approximating a high water-content human tissue; a 3mm thick PEC rod representing a tumor was positioned eccentrically inside the gel [fig. 5(a)], at a distance of 3.25 cm from the axis of the cylinders [fig. 5(b)]. Although the thickness of the pipes was chosen to be as narrow as possible (2 mm), their minimal effect on the imaging procedure could not be ignored, making this model effectively a 5-layered problem.

The agar-agar was dissolved in hot water at approximately 95°C and then cooled to room temperature to form a semi-transparent jell. The dielectric constant and the conductivity are functions of the concentration of the agar-agar [20]; for this experiment two distinct concentrations of Agar were used. The external plastic pipe was filled with a lower conductive Agar ($\sigma_1 = 0.5$), while the smaller plastic pipe was filled with a higher conductive Agar ($\sigma_1 = 2$). This increase in conductivity value was gained by adding the necessary amount of salt to the original Agar mixture, whilst the change in the dielectric constant value was not notable and was considered to be equal to 70 for both agar solutions. By comparing these values with those given in [18], it can be noted that the dielectric constant and the conductivity of agar-agar are similar to the actual dielectric properties of human tissues. It is worthwhile to point out that the loss-tangent of the agar-agar is even greater than that encountered in some human tissue.
imaging problems; thus, it follows that the example here presented can be considered representative of lossy media imaging problems.

Frequency-domain UWB measurements were performed in free-space, using a Vector Network Analyzer (VNA) arrangement to obtain the transfer function. Discone antennas, vertically polarized and omnidirectional in the azimuth plane were used, after calibration. In order to observe the variation of signal in different frequencies, the

Figure 5. (a) Multilayered medium with an inclusion, (b) Pictorial view of the problem
measurements were recorded using a large frequency range of 1-10 GHz, using a frequency step of 5.6 MHz. For each set of measurements, the location of the transmitting antenna was fixed at approximately 15 cm away from the axis of the cylinder, while the receiver antenna was positioned roughly 1 cm away from the external surface of the agar-agar cylinder and mounted on a computer-controlled rotating stage with 3 degrees of angular resolution. In addition, a 30 dB amplifier was used to increase the received signal.

Next, the field $E_{np}$ at $N_{PT} = 120$ equally phi-spaced points lying on the external surface was measured; it should be noted that the employed number of points leads to a spatial sampling of approximately $0.1\lambda_{1,f_{max}}$, where $\lambda_{1,f_{max}}$ represents the wavelength in the P.M.M.A cylinder calculated at the highest frequency (10 GHz). It has been shown that the number of measured points and the frequency samples can be reduced without decreasing the detection capability [15]. Four sets of data were recorded, changing the position of the transmitting antenna along phi with a step of 90 degrees. Next, the average of the 4 data sets ($\text{avg}_M\{E_{np}\}$) is calculated and the Huygens principle is applied to the difference between the measured field and the average field as stated in (16). However, when applying the Green’s function in the reconstruction process, $k_0$ is now used. This is done due to the fact that the cylinder containing the target was placed in free-space and the receiving antenna was not completing touching the measurement grid, and hence the initial use of $k_1$ resulted in some distortion. It was then observed that the use of $k_0$ not only resulted in detection of the target, but also excellent positioning. Furthermore, the use of $k_0$ removes the need of having any knowledge about the dielectric properties of the target volume. Figure 6(b) shows the normalized intensity obtained through (15) and using an appropriate image adjusting. The image is adjusted by enforcing to zero the intensity values below 0.5 and expanding from 0 to 1 of the values above 0.5. A peak can be clearly detected in the region of the inclusion: thus, both detection and localization are achieved for this multi-layered problem.

6. CONCLUSIONS

In this paper, the analysis of a novel microwave imaging procedure based on Huygens principle has been extended to multilayered mediums. Specifically, a complete analytical process based on the exact Maxwell solution for a multi-layered eccentric cylinder has been formulated. The model assumes that the body can be approximated as a stratified multi-layered cylinder with an eccentric inclusion representing a tumor. The analytical model has been used for
Figure 6. Normalized intensity obtained through (15), (a) before image adjusting, (b) after image adjusting. All scales are in meters.

verifying HP procedure through simulations. Analyzing the S/C and the resolution of the simulated model shows that HP method provides better performance when compared to conventional time-domain approaches. Additionally, the HP has been tested through measurements using a multilayered phantom constituting of human-like tissues containing an inclusion. It has been shown that the HP can detect and locate an inclusion in multilayered cylindrical mediums. Measurements are currently being carried out on a commercial 3D
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inhomogeneous breast phantom with many inclusions, to further move towards solving more realistic medical imaging problems.
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