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Abstract
Recently, supercapacitors with hierarchical porous structured electrodes are gaining a lot of research interest due to their unique qualities such as high power, durability and eco-friendly nature. In this study, porous structured electrodes were generated using quenched molecular dynamics (QMD) simulations, that can provide high energy density by virtue of high porosity. Here, three different quench rates (16, 8 and 4 K/ps) were applied on liquid carbon system to generate different porous structures. It was observed that at 4000 K, the carbon atoms become disorderly bonded and arranges themselves in an ordered hexagonal ring sheets after the completion of quenching process at 300 K. The porous carbon structures were visualized by contour surface mesh. The pore size distribution showed an increase of 62% on decreasing the quench rate from 16 K/ps to 4 K/ps. These light-weight porous carbon structures may also be tested for mechanical and electrical performances, which can have future implications as electrodes for supercapacitor.
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1. Introduction

Uniformly porous carbon formed with heterogeneous and condensed graphitic structures, such as carbide derived carbons (CDCs) have been considered as one of the best active materials for supercapacitor electrodes [1]. The most typical synthesis of porous carbon forms include etching off the metallic phases of metal carbides using halogen gases (commonly chlorine gas) at high temperature ranging between 200°C and 1200°C [2]. They have large surface areas (typically 500–2000 m2/g) and tunable pore size distributions (PSDs) in the micro- and mesoporous with high electrochemical and thermal stability, which are suitable for applications such as energy storage devices with high energy density , such as supercapacitors, as illustrated in Fig.1 [3, 4, 5]. Surface curvature and PSD, among other structural heterogeneities in porous carbon-based materials may have qualitative and quantitative implications on the performance of supercapacitor electrodes [6,7]. Furthermore, direct exposure of a nanoscale pore to a bulk fluid ignores [image: A picture containing text

Description automatically generated]the pore transport entrance effects and dynamics [8].
Fig. 1. Porous carbon structure for applications in supercapacitor.

ZrC, TiC, B4C, SiC, Ti2AlC, and Ti2SiC are just a few of the examples of binary and ternary type carbides that can be employed as precursors for porous carbon forms. In these processes, the non-carbon species of carbides are removed and then the remaining carbon species are halogenated with chlorine followed by heat treatment, generally annealing at nearly 1200°C [9]. Researchers have used transmission electron microscopy (TEM), X-ray diffraction (XRD), Fourier transfer infrared spectroscopy (FT-IR), and Raman spectroscopy for characterization and investigation of the carbon forms to understand the effect of temperature on microstructures [10, 11]. Here, the carbides change into a disordered form of microstructure at low temperature that results in varying amounts of graphitization as temperature rises [1]. Atomistic models for such carbon forms are useful for both conceptual as well from practical standpoint. Therefore, different carbon models are in high demand since they provide a visual depiction of the structure and allows to simulate various properties directly [12]. Electro-sorption dynamics [13] and capacitance [14] based models are the examples that are influenced by these moieties.

Most of the characteristics of carbon are highly intricate and difficult to quantify using available experimental settings. Geometric and simulation are two types of modelling technique that overlap to investigate the porous carbons forms. Generally, geometric modelling techniques are hand crafted and highly stylized to reduce complexity. But these models are very simple, such as slit pores that comprise of two infinite graphene (single atomic layer of carbon) platelets. Simulation models are principally more accurate and realistic than geometric models because they generate complex atomic arrangements that imitate experimental synthesis or reconstruct the coordinates from experimental data [15]. Reconstructive approaches used in simulation models are largely based on Reverse Monte Carlo (RMC) [16–18] that use scattering data points as input to solve inverse problems in which the atomic coordinates evolve until the final data is reproduced. RMC methods have the advantage of being able to mimic experimental morphology and topology qualities, but the major limitation of RMC models is that they are not predictive. These reconstructive methods have other several drawbacks, including the requirement for high-quality experimental data to aid inversion problem, the difficulty of predicting structures when experimental data is not available, and the structural changes associated with the inversion problem. 

As an alternative technique, quenched molecular dynamics (QMD) simulations has been used as an effective tool to replicate the models of porous carbons [19], SiO2 [20], and metallic substrates [21]. MD simulations may investigate huge system sizes due to their intrinsic parallel nature. QMD simulation technique can reduce the temperature of a system during simulation, resulting in metastable structures. Despite the lack of a direct physical analogue, this technique can produce realistic models of porous materials. By altering the initial and final temperatures, and quench rate, it is possible to control some of the structural properties of carbon structure, such as porosities and radial distribution functions. Previous QMD studies have generated porous carbon structures at nanoscale using force fields such as Reactive Summation State [19], Environment-Dependent Interatomic Potential [22], and Tersoff [23]. While these force fields have been used in several important investigations, the end structures have repeatedly been unable to accurately reproduce experimental PSDs, which rely on the precision of the force field itself. Because of their nanoscale variability, carbon-based materials pose a unique difficulty for these force fields. Individually, a force field can represent some structural moieties well, such as nanoscale graphitization at low densities [24], but they typically fall short of capturing the full spectrum of non-ideal features seen in porous carbon structures.

The experimental interatomic potential is heavily and exclusively dependent on the reliable depiction of interatomic interactions in empirical MD simulations. For reliable simulation of the carbon systems, the empirical potential must be chosen carefully. It would have an impact on the hybridization bond structure and its characteristics. Tersoff [25], Reactive Empirical Bond Order (REBO), Adaptive Intermolecular Reactive Empirical Bond Order (AIREBO), Reactive Force Field potential [26], Environment Dependent Interaction potential [22], and Charge Optimized Many-Body Potential [27] are just a few of the empirical potential models available for the carbon system. Xiaowei et al. [28] have reported the comparison of dependency between Tersoff, REBO, and AIREBO potentials. They have been more widely used to study the structural properties of carbon films [29]. To simulate models on the empirical potential, they ran identical carbon films for growth simulations using potentials like Tersoff [25], REBO, and AIREBO to get the results. The density, hybridization structure, residual stresses, bond angle and length distributions were all investigated. The findings clearly demonstrated that AIREBO potential handled the over-binding impact of specific bonding configurations correctly. Due to the incorporation of long-range Lennard-Jones (LJ) and torsion interaction factors, AIREBO potential led to a realistic description of structure and characteristics. It has also been used to represent graphitization in zero-, one-, two-, and three-dimensional carbon structures. AIREBO potential is a helpful complement to both the original REBO and typical molecular mechanics potentials in the computational chemist's armory. This is a useful and reliable way of performing molecular simulations in carbon or hydrocarbon systems where chemical reactions are of concern and nonbonded interactions must be considered [28]. Using temperature ranges greater than those used in experiments to bring reaction kinetics within a time scale available in molecular dynamics simulation is a common strategy used in AIREBO research. The phase transitions in carbon from liquid state to solid graphitic state are to be simulated at low pressures [30,31].

In this study, we present an annealing based mimetic QMD simulation technique that was used to construct realistic porous carbon structures. AIREBO force field was used to construct novel, structurally relevant atomistic models of porous carbon. Experimentally generated structural information was directly compared to features of models derived from simulation in our computational approach. The impacts of quench rate on porous carbon structure are investigated in this paper. We show that our models, including PSDs, have good agreement with previous experiments and simulations.


2. Methodology 
The LAMMPS package (version October 29, 2020) [32] was used for carrying out MD simulations. A periodic cubic box of 5.942 nm length was used to maintain density of 0.95 g/cc [33], and the system included 10000 carbon atoms. AIREBO reactive potential was used to simulate chemical bond breaking and creation by computing bond order from interatomic distances and utilizing it to calculate bond energy. Also included are electrostatic interactions, non-bonded van der Waals interactions, and three-body and four-body interactions. Parameter sets were created by fitting structural and thermodynamic properties to quantum density functional theory (DFT) data. The AIREBO parameter set utilized in this work was created exclusively for modelling carbon materials [32]. A Nosé–Hoover thermostat with a damping constant of 10 fs was used to regulate the temperature. To manage temperatures, the canonical (NVT) ensemble was employed, and all computations were done with a timestep of 0.5 fs and periodic boundary conditions. This is a longer timestep than what is commonly used in AIREBO research (0.25 fs), but these systems solely included carbon particles, thus no C-H or O-H excitations were present, which are more volatile than C-C excitations. 

Random placements provided the system a fluid-like beginning state to offset biases coming from an ordered initial state at 10000 K. The system was first cooled from 10000 K to 4000 K in 50 ps with a constant quench rate of 120 K/ps for all the cases considered. The sublattice was then annealed at temperatures of 4000 K for 250 ps. In the liquid quench process, the annealing stage, which occurs immediately before the quench stage, is crucial. This phase was crucial for transferring a high-energy structure from the quench stage to a relaxed and equilibrated (at 4000 K) structure. Thereafter, the different quench rates were investigated for their structural implications. Using QMD simulations, the system was quenched at three distinct rates (4, 8 and 16 K/ps) from an initial temperature of 4000 K to a final temperature of 3000 K. While the melting point was not explored in depth with AIREBO force field, it appears that the transition occurs within the experimentally expected range of 3000–3500 K [30]. The generated solid structure was cooled to ambient temperature (300 K), as shown in Fig. 2. OVITO software [34] was used to render the images of generated carbon structures for different cases of quench rates and their corresponding surface mesh, which were [image: Graphical user interface

Description automatically generated with medium confidence]post processed for qualitative analysis using ImageJ software [35]. 











Fig. 2. Thermal procedure for QMD applied on the carbon system using AIREBO potential. The temperature range is varying from 10000 K to 300 K in a procedure of 3 steps. In step 2, three different quench rates (16, 8 and 4 K/ps) are applied to the carbon system.


3. Results and Discussions
[bookmark: _Hlk87480104]The atomistic models for carbon porous structures were created using QMD technique. PSDs are a type of quantitative characterization, whereas images provide qualitative evaluations of sample morphology and structural aspects. Fig. 3 shows a temperature-time graph that follow the methods described in Section 2. This demonstrates and confirms that the AIREBO potential is operational. The steps of the simulation process are depicted in Fig. 3 as the temperature varies from 10000 K to 300 K with varied quench rates. The thermal vibrations were detected across the temperature range, with larger amplitudes in the annealing step and comparatively smaller amplitudes in the quenching steps.
[image: ]
Fig. 3. Simulated thermal response of carbon system with respect to time. Constant quenching and annealing continued up to 300 ps. Subsequently, different cases of quenching are recorded, followed by constant quenching up to 300 K. 

The structure at 10000 K was cooled to 4000K. It was still in a liquid condition and was annealed for 250 ps at this temperature. The unordered bond structure of carbon in its excited liquid form is seen in Fig. 4 before Step 2 at 4000 K. The structures produced for 16 K/ps, 8 K/ps, and 4 K/ps are shown in Step 2. In step 3, the structures are cooled to room temperature at a pace of 54 K/ps, the better quality of ring networks results in more distinct pores, even though the overall structure remains amorphous. Further decrease of temperature with quench rate of 16, 8 and 4 K/ps resulted in an ordered structure, as seen in Fig. 4. The pores, as well as the cluster of hexagonal rings and non-hexagonal rings were resulted into graphene nanoplatelet-like envelopes. Most carbon atoms form hexagonal rings, which clump together to form large sheets that enclose the nanoscale pores. Some sheets collide and form domains, like [002] graphite stacking, but the majority of sheets were single-layered and served as pore walls. The size dispersion of these pores was wider in Case 3, with a quench rate of 4 K/ps than in Case 1 with a quench rate of 16 K/ps as shown in Fig. 4.

Fig. 5 shows surface mesh of the porous structure with isometric perspective views for all the three cases, wherein, the sectional views of surface mesh are illustrated as left, middle and right sections. The generated pores were enclosed within the simulation box of edge sizes 6 nm, which implies that the pore aspects obtained were in the order of a few angstroms. From Fig. 5, it can be clearly observed that the surface mesh for the porous carbon was altered on changing the quench rate. In the left sectional view, the marked pore has increased in size on decreasing the quench rate from 16 K/ps to 4 K/ps. In the right sectional view, necking of the surface mesh with decrease in quench rate is marked with a red circle. The increase in pore size and necking of surface meshes help postulate the theory that porous carbon structure tends towards orderliness as we increase the quench time, which is consistent with previous QMD studies [36]. [image: Chart, scatter chart  Description automatically generated]
Fig. 4. Atomistic representation of carbon system and phase transition with change in temperature. Red balls and connecting rods stand for the carbon atoms and their bonds, respectively. Simulation box is represented with black lines. Before step 1 the carbon system is in liquid phase at 10000 K which is in solid state step 2 onwards (< 3000 K). Hexagonal rings of carbon bonds can be in final geometries. 

[image: ]
Fig. 5. Contour surface mesh of the amorphous carbon structures represented in the isometric perspective views (column I). The sliced left, middle and right sectional views of all three cases (column II to IV). The red circles aid in visualizing the changes in surface mesh for different cases.


The sectional views of the surface mesh were further used for post processing to understand the qualitative properties of the generated carbon structure in terms of PSD. The ImageJ software was used for pore space's maximal circle insertion method to investigate PSDs [35]. Here in this method, the sectional views were visualized from frontal perspective, where the pores of the 2D projection of the medium are filled with a collection of best fit circles of various diameters. The obtained PSDs for different cases of quench rates are depicted in Fig. 6. The mean diameter of pores obtained in case 3 (1.33 nm) is 62% more than that calculated in case 1 (0.82 nm). The maximum pore sizes obtained for case 1 and 2 were between 1.5 nm and 2 nm, whereas maximum pore size for case 3 was observed between 2.5 nm and 3 nm width. These results are clearly in accordance with the observations recorded from Fig. 5. Faster quenches tend to produce porous structures, whereas slower quenches produce more organized structures [31, 32]. Fig. 4d shows a highly porous form with many non-uniform domains and a fewer number of rings when quenched at 16 K/ps. According to the PSD graphs, mean pore diameter is less than 1 nm, and most pores are between 0.5 nm and 1.2 nm (refer Fig. 6). The observed C-C bonding showed that these nanoscale pores were not necessarily representative of those seen in experimentally produced porous carbon structures. Slowing the quench rate allowed rings to develop over a larger timeframe, as shown in Fig.4c, and some networks expanded to the size of multiple rings, resembling tiny graphene nanoplatelets. Fig. 6 shows a similar number of PSDs up to ~2.50 nm in diameter, although a small percentage of pores were sub-nanometer in size. Previous QMD based experiments [31, 32] have seen the formation of bigger pores when the quench rate was decreased. It's worth remembering that the quench rate in simulation has no physical counterpart. Regardless of how physically realistic the created structures are, this tendency cannot be directly linked to any properties of synthesis via halogen etching [2].


[image: ]
Fig. 6. PSD graphed for different cases of quenching: (a) case 1, (b) case 2, and (c) case 3. ImageJ software is used for post processing of the sections to generate data for PSD.

4. Conclusion
The use of AIREBO force field (potential energy function) in the development of an atomistic model for carbide-derived carbons was investigated using a quenched molecular dynamics technique. Different quench rates had different effects on the carbon system’s end structures. The mean pore diameter values appeared to rise as the quench rate was reduced, implying that the quench rate influenced the pore size of the carbon system. Our findings shed light on how porous carbon materials evolve. This work establishes the framework for exploiting the properties of carbon structures. The lightweight porous carbon construction could be used to test mechanical and electrochemical properties. This study gives an insight into the molecular dynamics approach for generating carbon electrodes of supercapacitors with potential of testing other force fields including long range screening bond order potentials as well as the EDIP potential. 
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