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1. Introduction

Time-series data are of interest due to their ubiquity in various areas
ranging from science and engineering to finance and economics. While each
time series consists of many data points, it can also be seen as a single ob-
ject. Clustering – i.e., grouping objects with maximum similarity with other
objects within the same group – is a useful tool for exploratory analysis as it
identifies common structures within data. Moreover, clustering procedures
for time series have interesting applications in finance. For example, trough
clustering methods, it is possible to build portfolios of similar stocks (e.g.
[35]). Clustering complex objects like time series is a difficult task because
this kind of data has particular features like serial correlation and usually
are both noisy and heteroskedastic with shifts [2]. From a methodological
point of view, time series clustering methods can be divided into three main
classes [40]: observation-based, feature-based and model-based clustering.
The first group classifies time series on the ground of the raw data (see, e.g.
[1, 17, 23, 20, 26, 37]). In the series with different lengths, the observation-
based clustering methods are usually built upon the so-called Dynamic Time
Warping (DTW). This technique allows finding an optimal alignment be-
tween two given sequences of different length. (e.g. [12], [28]). The methods
in the second group cluster objects according to some of their features, like
the autocorrelation function [3, 11, 22] or the parameters of the wavelet de-
composition (e.g. [29, 43]). The models of the third group assume that the
time series are generated from the same statistical model, and group objects
according to the estimated parameters. In this context, we mention [48] that
proposed a distance measure between ARMA processes. This study has been
extended by several authors (e.g. [18, 46]). Considering heteroskedasticity,
[46] proposed a distance measure between GARCH processes. Then, he clus-
tered time series according to their estimated conditional and unconditional
variances. Paper [47] extended [46] for multivariate financial time series.
Moreover, [27] proposed a new robust approach for clustering heteroskedas-
tic time series by introducing the fuzzy logic in a GARCH-based approach.
In this method, each time series could be in more than one cluster with a
certain level of probability following a partitioning around medoids (PAM)
procedure.
This paper presents a clustering procedure of model-based type.
Recent papers that follow a model-based approach (e.g. [46, 47, 27]) propose
to cluster time series according to conditional variance estimates. Time-
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varying variance is a crucial aspect of heteroskedastic time series, but it is
not the only one we should look at to cluster dynamic objects. Indeed, it is
reasonable to assume that the entire conditional distribution is time-varying
in a time series framework. Some authors (e.g. [23]) showed the usefulness
of considering higher moments for clustering. In particular, [23] developed a
clustering procedure to group time series with similar tails.
There are several statistical models able to capture the dynamic behaviour of
conditional higher moments. Examples are [33] and [39]. Recently, [19, 31]
developed the Dynamic Conditional Score (DCS also called Generalized Au-
toregressive Score), a very general statistical model that considers the score
function of the predictive model density as the driving mechanism for time-
varying parameters. A wide class of GARCH-type processes are special cases
of the DCS model (see, e.g. [19, 5]). Since the DCS model is based on the
score, it exploits the data’s complete density structure rather than just a few
moments.
Similarly to the proposal of [46, 47, 27], which classifies time series according
to the estimated conditional variances, it is possible to cluster time series
according to the estimated conditional moments obtained via a Dynamic
Conditional Score.
One of the crucial points is to determine a similarity measure for the es-
timated conditional higher moments. Note that the estimated conditional
moments are essentially time series themselves. Various distances have been
proposed for clustering evolutive objects [40, 2, 25].
We take inspiration from the works carried out by [22, 27] since we adopt
a fuzzy logic within a model-based clustering procedure. In particular, we
use the Autocorrelation-based fuzzy C-means algorithm (the A-FCM of [22])
to cluster time series with similar conditional moments. Such conditional
moments are estimated through a DCS procedure.
In general, the fuzzy approach for clustering is very appealing for time series
data, as shown by [27] that demonstrated its validity in model-based pro-
cedures. The time series’s dynamic behaviour plays an essential role in the
clustering process, as argued by several authors (e.g. [43, 42, 28, 44]). The
reasons for that are different. The fuzzy approach allows one time series to be
allocated to two or more clusters with a membership degree that represents
the uncertainty related to each time series assignment to each cluster. The
membership degree implicitly indicates the presence of a second-best cluster
almost as good as the first best. Traditional clustering methods are not able
to highlight such conclusions. Moreover, in the real world, identifying a clear
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boundary between clusters is not easy, so a fuzzy approach appears more
attractive than a deterministic one. The literature also highlights that fuzzy
clustering procedures are computationally more efficient [27]. In the end,
the fuzzy logic has been proved very useful for clustering time series with
particular properties [16], like the financial one ([41, 21, 34]).
Furthermore, thanks to the generality of the underlying statistical model, we
are able to consider both linear and nonlinear model specifications and to
cluster also non-Gaussian time series. Importantly, our approach considers
time-varying higher moments and does not restrict only to the conditional
variance.
The present paper is structured as follows. In the next section, the statistical
model underlying our model-based procedure is presented. Then, in Section
3, we discuss the fuzzy clustering algorithm in detail. To this aim, we first
specify the employed distance measure and then the procedure used for es-
timating and clustering the conditional moments. The proposed method’s
usefulness is illustrated using several empirical applications with financial
time series assuming both linear and nonlinear models’ specification and un-
der several assumptions about time series density function. In particular,
Section 4 presents the used dataset and outlines the methodologies, while
Section 5 collects and discusses the obtained empirical results. The figures
related to the estimated conditional moments and their autocorrelation func-
tions are postponed in a devoted Appendix for easy reading.

2. Dynamic Conditional Score model

2.1. Basic statistical model

Let us consider a time series (yt : t = 1, . . . , T ) with ft the time-varying
parameter vector observed at time t. In our context, the available information
set at time t is Ft and – as we will see below – it is given by a collection of
some previous realizations of the f ’s and the y’s. Then, define θ a vector of
static parameters. In the Dynamic Conditional Score model we assume that
yt is generated by the observation density:

yt ∼ p(yt|ft,Ft; θ), (1)

where the dependence on the parameter θ – which is conveniently let be
explicit in (1) – is due to the dependence of ft on θ.

Indeed, given two integers 0 ≤ n,m ≤ T−1, we formalize the DCS(n,m)
model for the t-th realization ft of the time-varying parameter vector as:
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ft = ω +
n∑
i=1

Aist−i +
m∑
j=1

Bjft−j (2)

where ω is a real vector and the A’s and the B’s are real matrices with an ap-
propriate dimension – all the scalar parameters in ω,A1, . . . ,An,B1, . . . ,Bm

are collected in the vector θ introduced in (1); st is a type of score of the
conditional distribution defined in (1), and it is a function of the data and
the parameters, so that st = st(yt, ft,Ft; θ). More specifically, this class of
models suppose that the evolution of the time-varying parameter vector ft is
driven by a vector proportional to the score of density (1) together with an
autoregressive component. Indeed, st is defined as:

st = St · ∇t (3)

where St = St(ft,Ft; θ) is a positive definite scaling matrix known at time t
and ∇t(yt, ft,Ft; θ) is the score of yt evaluated with respect to ft, i.e.:

∇t =
∂ log p(yt|ft,Ft; θ)

∂ft
(4)

Since the score depends on the complete density and not only on some
moments of yt, the DCS(n,m) model uses the full density structure for
updating ft. We have to highlight that we could get different DCS(n,m)
specifications depending by the choice about scaling St we make. A very
appealing feature of DCS(n,m) model is that the vector of parameters θ
could be estimated by maximum likelihood as the solution of the following
problem (see e.g. [19]):

θ̂ = arg max
θ

T∑
t=1

`t (5)

where `t = log p(yt|ft,Ft; θ) for a realization of yt.

2.2. Some special cases

As we said, the Dynamic Conditional Score model is very general since
we could get different model specifications considering different assumptions
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about the scaling (3), the observation density (1) and ft. A common ap-
proach, proposed by [19], is to scale the score in order to account for its
variance. Particularly, the authors proposed to scale using a matrix St equal
to the inverse of the information matrix of ft to a power γ ≥ 0:

St = I−γ (6)

with I:

I = E [∇t∇′t] (7)

where E denotes the expectation at time t−1 and the conditional score ∇t is
defined as (4). The parameter γ is fixed by the user and usually takes value
in the set {0, 1

2
, 1}. When γ = 0, then St is the identity matrix – i.e., St = I

– and there is no scaling. Differently, if γ = 1, then the conditional score ∇t

is premultiplied by the inverse of (7) to obtain (3). Finally, γ = 1
2

leads to
∇t scaled to its square-root to obtain (3).
We notice that setting γ = 0 one has that the DCS(n,m) model contains
the Autoregressive Conditional Multinomial (ACM) model of [49] and the
GARMA models of [7] as particular cases.
If we set ft = σ2

t , by scaling the score with (6) and setting γ = 1, then
the DSC(n,m) model results in the well-known GARCH(n,m) model of [9].
Particularly, assuming a Gaussian density in (1), the DCS(1, 1) becomes a
Gaussian GARCH(1,1) (see [19]).
If we suppose ft = log(σ2

t ) from a DCS(1, 1) we get Exponential GARCH
(E-GARCH) of [45].
Differently, if we suppose t-student density with v degrees of freedom for yt we
get the Beta-t-EGARCH of [32] and [30]. Interestingly, the Beta-t-EGARCH
is different from the t-GARCH(1,1) model of [10]. Indeed, differently [10],
the t − DCS(1, 1) does not results in a substantial increase in the variance
after a large absolute change in yt .
Another interesting example to mention is when we have yt ∼ G.E.D.(µt, φt, vt).
Indeed, assuming in this case ft = σ2

t we obtain the GED-GARCH(m,n) pro-
cess [53], while letting all parameters ft = (µt, φt, vt) to be time vary-varying
we get the GED −DCS(n,m) model [5].
A very important feature of this family of distributions is that they include
also other common distributions, for different values of shape parameter v.
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This assumption has been revealed as very useful for modeling financial time
series (e.g. [14],[15], [45], [51]).
As we can see, the DCS(n,m) could be in principle nonlinear and able to
model conditional heteroskedastic time series as well as time series with con-
ditional time-varying higher moments.

3. Fuzzy clustering of DCS-based conditional moments

We adopt a fuzzy approach in order to account for the uncertainty in time
series clustering. The time clustering criterion is grounded on the conditional
higher moments.
The outline of the procedure is as follows. We first estimate R conditional
moments according to the Dynamic Conditional Score model presented in the
previous section, hence adopting a model-based procedure. Then, we cluster
time series according to the features of the estimated conditional moments.
In details, time series with similar r-th conditional moment – where similarity
is measured through a predefined concept of distance, see the next subsection
– are placed in the same cluster, for each r = 1, . . . , R. Hence, by estimating
R moments, we can define R levels of clustering ([46]). Within each level
r = 1, . . . , R, we cluster time series according to their conditional moment
over time path similarity. Statistical reasoning suggests that once two series
belong to the same cluster for all the R conditional moments, then they
share similar conditional distribution. This remark is also in the light of
authoritative studies (see, e.g. [46, 47]).

The adopted distance measure is of Euclidean type. Specifically, we in-
troduce a similarity criterion based on the Euclidean distance between a
sufficiently large set of estimated autocorrelations.

Let define ρ̂
(r)
l,k the estimated autocorrelation at lag l of the conditional r-

th moment for a given k-th time series. Estimated autocorrelation ρ̂
(r)
l,k could

be obtained with the usual estimator:

ρ̂
(r)
l,k =

∑T
t=l+1(y

(r)
k,t − ȳ(r))(y

(r)
k,t−l − ȳ(r))∑T

t=1(y
(r)
k,t − ȳ(r))2

(8)

where ȳ(r) is the process’ mean. A simple distance between two time series
X and Y of r-th conditional moment that is based on estimated conditional
moments’ autocorrelation can be defined as:
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d
(r)
ACF (X, Y ) =

L∑
l=1

(
ρ̂
(r)
l,X − ρ̂

(r)
l,Y

)2
, (9)

that is equal to the squared Euclidean distance between the estimated au-
tocorrelation functions. In using the distance defined in (9), we account for
the autocorrelation structure of the processes, hence being in line with the
fuzzy clustering approach proposed in [22].

The procedure we propose is based on the fuzzy C-means (FCM) algo-
rithm [38, 8]. In particular, we adopt a fuzzy clustering algorithm for time
series with similar autocorrelation structure of conditional moments using
the autocorrelation-based fuzzy C-means (A-FCM) algorithm of [22].
The proposed clustering model could be formalized as follows:

min :
K∑
k=1

C∑
c=1

umk,c

L∑
l=1

(
ρ̂
(r)
l,k − ρ̂

(r)
l,c

)2
(10)

under the constraints:

C∑
c=1

uk,c = 1, uu,c ≥ 0 and − 1 ≤ ρ̂
(r)
l,c ≤ 1

where uk,c denotes the membership degree of the r-th conditional moments
of the k-th time series to the c-th cluster, the parameter m > 1 controls for
the fuzziness of the partition, ρ̂

(r)
l,k is the k-th unconditional moments’ auto-

correlation at l-th lag and ρ̂
(r)
l,c represents the c-th centroid autocorrelation.

Following [22], the optimal solutions of the model (10) are equal to:

uk,c =
1∑C

c′=1

(∑L
l=1(ρ̂

(r)
l,k−ρ̂

(r)
l,c )

2∑L
l=1

(ρ̂
(r)
l,k − ρ̂

(r)
l,c′)

2

)1/(m−1)

and:

ρ̂
(r)
l,c =

∑K
k=1 u

m
k,cρ̂

(r)
l,k∑K

k=1 u
m
k,c
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To solve the constrained optimization problem in (10), let us consider the
following Lagrangian function:

L(uk,c, λ) =
K∑
k=1

C∑
c=1

umk,c

L∑
l=1

(ρ̂
(r)
l,k − ρ̂

(r)
l,c )2 − λ

(
C∑
c=1

uk,c − 1

)

Then it follows that:

∂L(uk,c, λ)

∂uk,c
= 0⇐⇒ mum−1k,c

L∑
l=1

(ρ̂
(r)
l,k − ρ̂

(r)
l,c )2 − λ = 0

∂L(uk,c, λ)

∂λ
= 0⇐⇒

C∑
c=1

uk,c − 1 = 0

By substitutions of the two equations above we get the solution for the mem-
bership degree uk,c. Similarly it could be shown that by taking the derivative

of the Lagrangian function above with respect to ρ̂
(r)
l,c we get the solution

showed before.
Moreover, we have to highlight that the solution of ρ̂

(r)
l,c satisfies for the in-

ternality property the autocorrelation constraints −1 ≤ ρ̂
(r)
l,c ≤ 1.

Summarising, the procedure we propose involves the following steps:

1. For each k-th time series (yk,t : t ≥ 0), we estimate the DCS model
with its parameters.

2. Then, we provide in sample predictions on the ground of step 1. in
order to obtain the r-th conditional moment of yk,t – hence obtaining
the time series (ỹrk,t : t ≥ 0) – for each r = 1, 2, . . . , R.

3. For any couple of conditional moment time series (ỹrk1,t : t ≥ 0) and
(ỹrk2,t : t ≥ 0), we store the dissimilarities based on the distance defined
in (9)2.

2In the Section 6 with simulated data we study the effect of different lags’ selection. We
suggest to select a lag length of L = 50 in computing the dissimilarity measure. Indeed,
also the simulations of [25] show that L = 50 provides the lowest miss-classification rate
for autocorrelation-based distances, especially for large time series.
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4. We use the autocorrelation-based fuzzy C-means (A-FCM) algorithm
of [22] in order to generate clusters, for each r = 1, 2, . . . , R.

At the end of the procedure, we could define r-levels of clusters depending
on how many conditional moments we estimate. Then, we could be able to
understand also which time series are located in the same cluster for more
than one conditional moment. In doing so, we obtain a clustering of the
considered time series.

4. Empirical experiments: data and methods

This section outlines the main ingredients of the proposed empirical ap-
plication.

4.1. Data

We consider the dataset of [4], consisting in daily log-returns of the Dow
Jones 30 constituents from 3/03/1987 to 3/02/2009 for a total of T = 5, 521
observations for each k-th series3. The constituents are labelled according to
the standard nomenclature. Time series plots are shown in Fig. 1.

3Data and the R code can be retrieved at the following link: https://www.sites.

google.com/view/raffaele-mattera/ in the Research Section.
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Figure 1: Stock returns’ time series

All the considered stock returns are stationary. Indeed, the absence of a
deterministic trend is clear from Fig. 1. Moreover, an unreported analysis
shows also the absence of a unit root, hence getting additional evidence of
the stationarity. We notice that the Dow Jones 30 constituents do not share
the same variability since some of them have more a volatile pattern. Then,
most of them are far from the origin on the y-axis. However, we could not say
anything more about data distribution. A common approach is to assume
normality. However, real data are far to be normally distributed, especially
financial returns. Indeed, as we can see from stock returns’ empirical densities
in Fig. 2, data are not normally distributed. This consideration is valid for
almost all of them.
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Figure 2: Stock returns’ empirical densities

Specifically, they show heavy tails and different degrees of skewness. As
further evidence, in the following Tab. 1 are reported the results of Jarque-
Bera (JB) normality test [36] for each k-th time series. Considering the
empirical kurtosis and skewness, under the null hypothesis of the test, we
have that observed data are generated by a normal distribution. According
to [50], both [36] and its adjusted version developed by [52] are on the whole,
the most powerful normality tests.
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JB statistic Adj. JB statistic
AA 30910.08∗∗∗ 30999.78∗∗∗

AXP 28755.23∗∗∗ 28838.50∗∗∗

BA 13456.26∗∗∗ 13496.51∗∗∗

BAC 184045.41∗∗∗ 184558.98∗∗∗

C 244742.40∗∗∗ 245424.44∗∗∗

CAT 15772.73∗∗∗ 15819.45∗∗∗

CVX 31776.80∗∗∗ 31869.05∗∗∗

DD 10309.66∗∗∗ 10340.85∗∗∗

DIS 99929.77∗∗∗ 100211.05∗∗∗

GE 17217.36∗∗∗ 17268.28∗∗∗

GM 131518.47∗∗∗ 131887.79∗∗∗

HD 53299.40∗∗∗ 53450.78∗∗∗

HPQ 9358.56∗∗∗ 9387.15∗∗∗

IBM 40738.90∗∗∗ 40856.05∗∗∗

INTC 9354.40∗∗∗ 9382.69∗∗∗

JNJ 28788.97∗∗∗ 28872.46∗∗∗

JPM 47471.39∗∗∗ 47607.51∗∗∗

AIG 14974628.73∗∗∗ 15015384.12∗∗∗

KO 108544.37∗∗∗ 108849.92∗∗∗

MCD 8583.08∗∗∗ 8609.35∗∗∗

MMM 35831.43∗∗∗ 35934.46∗∗∗

MRK 94355.75∗∗∗ 94620.31∗∗∗

MSFT 60033.02∗∗∗ 60203.46∗∗∗

PFE 6114.66∗∗∗ 6133.65∗∗∗

PG 1136387.62∗∗∗ 1139501.35∗∗∗

T 5349.30∗∗∗ 5366.26∗∗∗

UTX 87436.73∗∗∗ 87682.86∗∗∗

VZ 13369.83∗∗∗ 13410.02∗∗∗

WMT 2545.61∗∗∗ 2554.20∗∗∗

XOM 119180.17∗∗∗ 119515.22∗∗∗

Table 1: Normality tests. *** mean significance at 99% of confidence level.

For all stock returns, we reject the null. If we suppose that higher mo-
ments of the data distribution could be time-varying, these findings justify
different modelling approaches that are discussed in the following subsection.
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4.2. Methodology; employed classes of DCS models

First, we consider a linear and Gaussian model specification. This kind of
assumption is in line with other classical papers of model-based financial time
series clustering (e.g. [46, 27]). Then, we relax such a condition by consid-
ering the t-Dynamic Conditional Score model – also called t-Beta-EGARCH
– that is both non-Gaussian and nonlinear, and the skew-t-Dynamic Con-
ditional Score (skew-t-DCS), that allows also for time-varying skewness in
asset returns. In the first case, we have two time-varying moments; in the
second one, we have three conditional moments (location, scale and shape).
For comparison purposes, in the third and last experiment, we estimate four
conditional moments (location, scale, skewness and shape).

4.2.1. Gaussian Dynamic Conditional Score

In the first application, we specify a Gaussian-DCS(1,1) model for all
time series. In particular, we suppose yt ∼ N (µt, σ

2
t ) where:

p(yt|ft,Ft; θ) =
1

σt
√

2π
e−(yt−µt)

2/2σ2
t

assuming ft = (µt, σ
2
t ). The updating mechanism for time varying parameters

µt and σ2
t could be specified as follows:

ft = ω + Ast−1 + Bft−1

where θ is the vector containing all the scalar parameters in ω,A,B and st
is scaled by (6) setting γ = 1. In particular, the conditional score vectors are
in this case given by:

∇(µ)
t =

(yt − µt)
σ2
t

∇(σ)
t =

(yt − µt)2

2σ4
t

− T

2σ2
t

Summarizing, the model’s variables and parameters are:

ft =

(
µt
σ2
t

)
, ω =

(
ωµ
ωσ

)
, A =

(
aµ 0
0 aσ

)
and B =

(
bµ 0
0 bσ

)
14



In order to estimate conditional moments we consider the following equations
for each k-th time series:

µt = ωµ + aµst−1 + bµµt−1 (11)

σ2
t = ωσ + aσst−1 + bσσ

2
t−1 (12)

Once parameters are estimated thorough the usual maximum likelihood ap-
proach, conditional moments estimates µ̂t and σ̂t are obtained as:

µ̂t = ω̂µ + âµst−1 + b̂µµt−1

σ̂2
t = ω̂σ + âσst−1 + b̂σσ

2
t−1

4.2.2. t-Dynamic Conditional Score

As we have seen, stock returns are not normally distributed. In order
to account for non-normality we now assume that yt follows a t-student dis-
tribution with location µt, scale φt and degrees of freedom vt > 2 with its
density given by:

p(yt|ft,Ft; θ) =
Γ
(
vt+1
2

)
Γ
(
vt
2

)
φt
√
πvt

(
1 +

(yt − µt)2

vtφt

) vt+1
2

Now we have that ft = (µt, φt, vt). Assuming a DCS(1,1), the uptading
mechanism for ft is again given by:

ft = ω + Ast−1 + Bft−1

In the case of t-student density, the conditional score vectors are equal to:

∇(µ)
t =

(vt + 1)(yt − µt)
vtφt + (yt − µt)2

∇(φ)
t =

1

2φt

[
(vt + 1)(yt − µt)2

vtφt + (yt − µt)2
− 1

]

∇(v)
t =

1

2

{
ψ

(
vt + 1

2

)
−ψ

(vt
2

)
− 1

vt
−log

(
1 +

(yt − µt)2

vtφt

)
+

(vt + 1)(yt − µt)2

vt [vtφt + (yt − µt)2]

}
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where ψ(·) is the Digamma function. By scaling the conditional score with
I−1 in (6), the updating mechanism for conditional moments could be written
as:

µt = ωµ + aµst−1 + bµµt−1 (13)

φt = ωφ + aφst−1 + bµφt−1 (14)

vt = ωv + avst−1 + bvvt−1 (15)

In compact form:

ft =

µtφt
vt

 , ω =

ωµωφ
ωv

 , A =

aµ 0 0
0 aφ 0
0 0 av

 and B =

bµ 0 0
0 bφ 0
0 0 bv


This model has also been defined as Beta-t-EGARCH model by [31, 30].
To estimate conditional moments, we estimate parameters with MLE and
replace them within the conditional moments’ equations.

4.2.3. Skew-t Dynamic Conditional Score

In the last experiment we account for dynamic conditional skewness in
asset returns. The density associated to the skew-t distribution is [6]:

p(yt|ft,Ft; θ) =
2

φt

Γ
(
vt+1
2

)
Γ
(
vt
2

)√
πvt

(
1 +

(yt − µt)2

vtφ2
t

)− vt+1
2

T (ytλtτt; v + 1)

where the vector of the four time varying parameters is ft = (µt, φt, λt, vt),
the term T is given by:

T (z; v) =

∫ z

−∞
t(u; v)du =

∫ z

−∞

Γ (v + 1)

2
Γ
(v

2

)√
πv

(
1 +

u2

v

)− v+1
2

du

and:
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τt =

{
vt + 1(

yt−µt
φt

)2
+ vt

}1/2

In such a case, the conditional scores are equal to (see [24]):

∇(µ)
t =

(yt − µt)τ 2t
φt

− λtτtvt
φt [vt + (yt − µt)2]

∇(φ)
t = − 1

φt
+

(yt − µt)2τ 2t
φt

− [λtτt(yt − µt)]vt
φt[vt + (yt − µt)2]

φt

∇(λ)
t = (yt − µt)τtφt

∇(v)
t =

1

2

{
ψ

(
vt + 1

2

)
− ψ

(vt
2

)
− 1

vt
− log

(
1 +

(yt − µt)2

vtφt

)
+

+
(yt − µt)2τ 2t

vtφt
+
λt(yt − µt)[(yt − µt)2 − 1]

(vt + (yt − µt)2τt
φt +

γ

T (λtτt(yt − µt); vt + 1)

}

where

γ =

∫ λtτt(yt−µt)

−∞

{
(v + 2)z2

(v + 1)(v + 1 + z2)
− log

(
1 +

z2

v + 1

)}
t(z; v + 1)dz.

Written in compact form, we estimate the following skew-t-DCS(1,1) model:

ft = ω + Ast−1 + Bft−1

where now we have:

ft =


µt
φt
λ2t
vt

 , ω =


ωµ
ωφ
ωλ
ωv

 , A =


aµ 0 0 0
0 aφ 0 0
0 0 aλ 0
0 0 0 av

 and B =


bµ 0 0 0
0 bφ 0 0
0 0 bλ 0
0 0 0 bv


The conditional moments equation could be written as:

17



µt = ωµ + aµst−1 + bµµt−1

φt = ωφ + aφst−1 + bµφt−1

λt = ωλ + aλst−1 + bλλt−1 (16)

vt = ωv + avst−1 + bvvt−1

Where the third one allows for time varying skewness. Replacing MLE esti-
mates ω̂, Â, B̂ we get estimated conditional moments.

5. Empirical experiments: results

In what follows, we provide a detailed explanation of clustering results.

5.1. Fuzzy clustering under normality assumption

The first step is to estimate the model presented in the Section 4.2.1.
Conditional moments time series are shown, for the sake of brevity, within

the Appendix section. Before the identification of the clusters through the
application of the A-FCM clustering algorithm of [22], we have found the
optimal number of clusters. Following a fuzzy approach, in the Tab. 2 are
reported the values of the fuzzy silhouette criterion proposed by [13]. The
optimal number of clusters is the one with the highest value.

No. Clusters µ̂t σ̂2
t

2 0.9814 0.7846
3 0.9480 0.6418
4 0.8852 0.6303
5 0.4559 0.6333

Table 2: Fuzzy silhouette of [13]

Therefore, we have C = 2 number of clusters for all R = 2 conditional
moments. In the first, we have two groups with the same conditional mean
while in the second we have two groups with the same conditional variance.
Particularly the DCS-AFCM procedure results in the following assignment:
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Mean Group 1: (AA, AXP, BA, C, CAT, CVX, DD, DIS,

HD, HPQ IBM, INTC, JNJ, JPM, KO, MMM, MRK,

MSFT, PFE, PG, T, UTX, VZ, WMT, XOM);

Group 2: (BAC, GE, GM, AIG).

Variance Group 1: (AXP, CAT, CVX, GE, KO, MMM, MRK);

Group 2: (AA, BA, BAC, C, DD, DIS, GM, HD,

HPQ, IBM, INYC, JNJ, JPM, AIG, MCD, MSFT,

PFE, PG, T, UTX, VZ, WMT, XOM).

Further, in the Tab. 3 we reported the membership degrees of the assignment
or, alternatively, the level of probability that each time series has to be in
each C = 2 clusters. In the last columns, instead, are reported the final
assignment.
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Mean Variance
Stock Cluster 1 Cluster 2 Assigned Cluster 1 Cluster 2 Assigned

AA 0.9980 0.0020 1 0.4546 0.5454 2
AIG 0.0010 0.9990 2 0.4622 0.5378 2

AXP 0.9991 0.0009 1 0.6035 0.3965 1
BA 0.9986 0.0014 1 0.0185 0.9815 2

BAC 0.0008 0.9992 2 0.0961 0.9039 2
C 0.9965 0.0035 1 0.0227 0.9773 2

CAT 0.9943 0.0057 1 0.9622 0.0378 1
CVX 0.9991 0.0009 1 0.6756 0.3244 1

DD 0.9993 0.0007 1 0.0543 0.9457 2
DIS 0.9995 0.0005 1 0.1923 0.8077 2
GE 0.0084 0.9916 2 0.9846 0.0154 1
GM 0.0027 0.9973 2 0.0853 0.9147 2
HD 0.9989 0.0011 1 0.3302 0.6698 2

HPQ 0.9914 0.0086 1 0.0266 0.9734 2
IBM 0.6448 0.3552 1 0.2403 0.7597 2

INTC 0.9983 0.0017 1 0.0276 0.9724 2
JNJ 0.9984 0.0016 1 0.2611 0.7389 2

JPM 0.9987 0.0013 1 0.0200 0.9800 2
KO 0.9993 0.0007 1 0.7768 0.2232 1

MCD 0.9992 0.0008 1 0.0607 0.9393 2
MMM 0.9990 0.0010 1 0.9520 0.0480 1
MRK 0.9991 0.0009 1 0.9257 0.0743 1

MSFT 0.9984 0.0016 1 0.0039 0.9961 2
PFE 0.9989 0.0011 1 0.0189 0.9811 2
PG 0.9977 0.0023 1 0.0176 0.9824 2

T 0.9988 0.0012 1 0.0483 0.9517 2
UTX 0.9992 0.0008 1 0.0458 0.9542 2

VZ 0.9988 0.0012 1 0.0691 0.9309 2
WMT 0.9851 0.0149 1 0.1435 0.8565 2
XOM 0.9971 0.0029 1 0.3379 0.6621 2

Table 3: Clustering based on conditional mean (left) and variance (right) estimates. Mem-
bership degrees for each cluster are reported, while the group’s assignment (assigned) after
the DCS-based AFCM procedure is in the last column.

The 86.7% of the assets are clustered in the same group about conditional
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mean estimated trough a Gaussian Dynamic Conditional Score model while,
as the other side, 76.7% of them are within the second group according to the
conditional variances’ pattern. Moreover, cluster assignment is much more
uncertain for some assets when the conditional variance is considered, rather
than the conditional mean. For example, some assets like AA or AIG have
almost the same membership degree for both clusters 1 and 2 when we take
the conditional variance. This never happens for conditional mean clustering.
Therefore, here we have a clear example of the fuzzy clustering importance;
we could be able to assign asset like AA and AIG to both clusters with al-
most the same probability.
Moreover, starting from these R = 2 levels of clusters, we are also able to
group time series with exactly the same conditional distribution over time.
This could be done by checking for assets that are within the same group
for both conditional mean and variance. Particularly, in this case, the assets
BAC, GM and AIG are always in the second group, so we say that they share
the same conditional distribution assuming only two time-varying moments.
On the other side, the assets AXP, CAT, CVX, KO, MMM and MRK are
always in the first group according to both moments. Hence, we could gen-
erate an additional cluster with those assets that share the same conditional
distribution. Nevertheless, those clusters could be formed according to cer-
tain probabilities. Suppose we assign, about conditional variance, with the
46% of probability both AA and AIG to the cluster 1 instead of 2. In this
case AIG does not have anymore the same conditional distribution of BAC
and GM, while AA will have the same conditional distribution of AXP, CAT,
CVX, KO, MMM and MRK with the 46% of probability.

5.2. Fuzzy clustering under t-student density

Considering stock retuns’ non normality, we estimated the t−DCS(1, 1)
model presented in the Section 4.2.2. The optimal number of clusters has
been decided according to the fuzzy silhouette criterion whose results are
showed in the Tab. 4.

21



No. Clusters µ̂t φ̂t v̂t
2 0.9974 0.8281 0.8301
3 0.9924 0.7703 0.7010
4 0.9559 0.7621 0.6988
5 0.9600 0.6887 0.4260

Table 4: Fuzzy silhouette of [13]

The clusters obtained according to the t-DCS-AFCM procedure are the
following:

Location Group 1: (C, HPQ, INTC, JPM);

Group 2: (AA, AXP, BA, BAC, CAT, CVX, DD, DIS,

GE, GM, HD, IBM, JNJ, AIG, KO, MCD, MMM, MRK,

MSFT, PFE, PG, T, UTX, VZ, WMT, XOM).

Scale Group 1: (AA, BA, CAT, CVX, DD, DIS, GE, GM,

AIG, MRK, PFE, T, VZ);

Group 2: (AXP, BAC, C, HD, HPQ, IBM, INTC,

JNJ, JPM, KO, MCD, MMM, MSFT, PG, VTZ, WMT).

Shape Group 1: (BAM CAT, DD, HD, HPQ, IBM, INTC, JNJ,

AIG, KO, MCD, MMM, MRK, MSFT, OFE, PG, T,

UTX, VZ, WMT, XOM);

Group 2: (AA, AXP, BAC, C, CVX, DIS, GE, GM, JPM).

Moreover, in the Tab. 5 we reported the uncertainty about clustering as-
signment in such scenario. Differently from Gaussian scenario, here we have
R = 3 levels of clusters. In the first, we have two groups with the same condi-
tional location, in the second we have two groups with the same conditional
scale, and in the last one we have two groups with the same conditional shape.

In the case, we have, as the previous one, almost no uncertainty in clustering
time series according to their first conditional moment (see Tab. 5). Instead,
a bit of uncertainty rise in clustering two assets (BAC and T ) about their
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second conditional moment (Tab. 5). Instead, we have also low uncertainty
in clustering time series according to conditional shape (Tab. 5). About
clusters composition, the first level has the 86.7% of the assets within the
same group for conditional mean, even if now most of them are located in the
group 2 instead of 1. The cluster level r = 2 is more balanced since the 43.3%
of the assets are in the first group and the rest in the second one. At this
point, we have that most of the assets are located in the same group. Indeed,
we have that 11 of the 16 assets within the same cluster for conditional scale
are also in the same group for the conditional mean. Therefore, we could
conclude that 11 assets (AXP, BAC, HD, IBM, JNJ, KO, MCD, MMM,
MSFT, PG, VTX, WMT ) are similar in terms of conditional location and
scale. Nevertheless, not all of them share the same conditional distribution.
Indeed, only AXP and BAC are always in the same group, and we say that
they share a similar conditional distribution. However, we have to highlight
a probabilistic argument that is very important is such a scenario. Indeed,
we should account for the uncertainty about the conditional second-moment
group assignment for the stock BAC. With a probability of 45% its condi-
tional scale could be assigned to group 1 instead of 2. In this case, with such
level of probability, no stock could be considered with a similar conditional
distribution.
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Location Scale Shape
Cluster 1 Cluster 2 Assigned Cluster 1 Cluster 2 Assigned Cluster 1 Cluster 2 Assigned

AA 0.0009 0.9991 2 0.9260 0.0740 1 0.1429 0.8571 2
AIG 0.0013 0.9987 2 0.9854 0.0146 1 0.9257 0.0743 1

AXP 0.0004 0.9996 2 0.1549 0.8451 2 0.0151 0.9849 2
BA 0.0010 0.9990 2 0.9562 0.0438 1 0.9868 0.0132 1

BAC 0.0011 0.9989 2 0.4525 0.5475 2 0.1399 0.8601 2
C 0.9981 0.0019 1 0.0062 0.9938 2 0.0492 0.9508 2

CAT 0.0006 0.9994 2 0.9259 0.0741 1 0.8152 0.1848 1
CVX 0.0003 0.9997 2 0.9539 0.0461 1 0.9475 0.0525 1

DD 0.0052 0.9948 2 0.9601 0.0399 1 0.9580 0.0420 1
DIS 0.0004 0.9996 2 0.9770 0.0230 1 0.2357 0.7643 2
GE 0.0002 0.9998 2 0.8373 0.1627 1 0.0206 0.9794 2
GM 0.0030 0.9970 2 0.9074 0.0926 1 0.0458 0.9542 2
HD 0.0005 0.9995 2 0.0028 0.9972 2 0.9639 0.0361 1

HPQ 0.9975 0.0025 1 0.1095 0.8905 2 0.8318 0.1682 1
IBM 0.0009 0.9991 2 0.0230 0.9770 2 0.9752 0.0248 1

INTC 0.9966 0.0034 1 0.0166 0.9834 2 0.9249 0.0751 1
JNJ 0.0008 0.9992 2 0.0126 0.9874 2 0.9565 0.0435 1

JPM 0.9981 0.0019 1 0.0476 0.9524 2 0.0112 0.9888 2
KO 0.0006 0.9994 2 0.0042 0.9958 2 0.9746 0.0254 1

MCD 0.0005 0.9995 2 0.1480 0.8520 2 0.8663 0.1337 1
MMM 0.0006 0.9994 2 0.0465 0.9535 2 0.9578 0.0422 1
MRK 0.0006 0.9994 2 0.9392 0.0608 1 0.9636 0.0364 1

MSFT 0.0007 0.9993 2 0.0949 0.9051 2 0.9875 0.0125 1
PFE 0.0006 0.9994 2 0.5089 0.4911 1 0.8743 0.1257 1
PG 0.0005 0.9995 2 0.0065 0.9935 2 0.9794 0.0206 1

T 0.0015 0.9985 2 0.5479 0.4521 1 0.8519 0.1481 1
UTX 0.0004 0.9996 2 0.2354 0.7646 2 0.8805 0.1195 1

VZ 0.0006 0.9994 2 0.9498 0.0502 1 0.9101 0.0899 1
WMT 0.0011 0.9989 2 0.1892 0.8108 2 0.8059 0.1941 1
XOM 0.0010 0.9990 2 0.9379 0.0621 1 0.9811 0.0189 1

Table 5: Clustering based on conditional location (left), scale (center) and shape (right)
estimates. Membership degrees for each cluster are reported, while the group’s assignment
(assigned) after the DCS-based AFCM procedure is in the last columns.

5.3. Fuzzy clustering under skew-t density

The last experiment allows for time-varying skewness with the additional
equation (17) that has to be estimated.

Then we cluster time series according to their moments’ estimate via the
skew-t-DCS model. Optimal number of clusters is shown in Tab. 6.
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No. Clusters µ̂t φ̂t λ̂t v̂t
2 0.8979 0.7113 0.8629 0.8321
3 0.9408 0.6410 0.8563 0.8408
4 0.8409 0.5708 0.8404 0.8573
5 0.8690 0.5314 0.8353 0.8798

Table 6: Fuzzy silhouette of [13]

With this last experiment we do not get the same optimal number of
clusters for all considered higher conditional moments. Indeed, while we
consider C = 3 clusters for conditional location, we have C = 2 for both
conditional scale and skewness and C = 5 for conditional shape. In this
case, it is evidently more difficult than in the previous models to have time
series within the same clusters for all conditional moments. The results of
the proposed skew-t-DCS model-based A-FCM algorithm are summarized by
the following scheme:
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Location Group 1: (BAC, JPM);

Group 2: (AA, AXP, BA, C, CAT, CVX, DD, DIS,

GE, GM, INTC, KO, MCD, MMM, MRK, PFE,

PG, T, UTX, WMT, XOM);

Group 3: (HD, HPQ, IBM, JNJ, AIG, MSFT, VZ).

Scale Group 1: (AA, AXP, BA, BAC, CAT, DD, GE, GM,

HD, HPQ, INTC, IBM, JPM, MCD, MMM, PFE,

T, UTX, VZ, WMT);

Group 2: (C, CVX, DIS, JNJ, AIG, KO, MRK,

MSFT, PG, XOM).

Skewness Group 1: (BAC, CVX, DD, GE, GM, INTC, JPM, AIG,

MCD, MMM, MRK, MSFT, PG, T, UTX, VZ, WMT, XOM);

Group 2: (AA, AXP, BA, C, CAT, CVX, DIS, HD

HPQ, IBM, JNJ, KO, PFE).

Shape Group 1: (AA, BAC, DIS, GE, KO, MCD, PG, WMT);

Group 2: (AXP, CAT, CVX, DD, GM, HD, HPQ,

INTC, MMM, MRK, MSFT);

Group 3: (BA, C, PFE, T, VZ);

Group 4: (IBM, JPM, UTX);

Group 5: (JNJ, AIG, XOM);

About clusters composition, only 6.7% of the assets are in the first group for
conditional mean, while the second group contains the majority of the assets.
About conditional scale, the first group is the one with the highest number
of assets (66.7%) and the same apply for conditional skewness, where there
are the 60% of the assets. About conditional shape, the group 3, 4 and 5
are the ones with lower assets (13%, 10% and 10%, respectively), while the
group 2 is the most numerous (36.7%).
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Once again, clustering made according to conditional mean is the one with
the lowest level of uncertainty since the membership degree of any asset to
the alternative groups is tiny (Tab. 7). Differently, as we have also seen
for the other two experiments, the clusters based on the conditional scale
are the ones with the highest level of uncertainty (Tab. 8). For example,
some assets – like PFE and BAC – have 35% probability to be clustered in
a different group; for PG such a probability is 40%, while others like C and
BA also a higher probability of 47% to be in another cluster. In the end,
while also the conditional skewness-based clusters show some relevant cases
of uncertainty (e.g. HPQ, JPM, MRK, T or UTX ); differently, shape-based
clusters present a low level of uncertainty (see Tab. 9 and Tab. 10).
Overall, while we can build R clustering levels, in this context, accounting
for cluster uncertainty evident for some conditional moments like scale and
skewness, we are not able to find stocks always within the same clusters.
In other words, all stocks have different conditional distributions regarding
higher moments. If we look at just some of them, we could easily get in error.

27



Cluster 1 Cluster 2 Cluster 3 Assignment
AA 0.0290 0.8263 0.1447 2

AIG 0.0257 0.0615 0.9128 3
AXP 0.0005 0.9978 0.0018 2

BA 0.0008 0.9961 0.0031 2
BAC 0.9632 0.0105 0.0263 1

C 0.0010 0.9954 0.0036 2
CAT 0.0016 0.9927 0.0057 2
CVX 0.0020 0.9906 0.0073 2

DD 0.0005 0.9976 0.0019 2
DIS 0.0091 0.9522 0.0387 2
GE 0.0082 0.9568 0.0350 2
GM 0.0023 0.9896 0.0082 2
HD 0.0017 0.0022 0.9961 3

HPQ 0.0060 0.0063 0.9877 3
IBM 0.0157 0.0135 0.9709 3

INTC 0.0012 0.9944 0.0044 2
JNJ 0.1477 0.0572 0.7952 3

JPM 0.9393 0.0131 0.0476 1
KO 0.0036 0.9817 0.0146 2

MCD 0.0022 0.9898 0.0079 2
MMM 0.0053 0.9736 0.0211 2
MRK 0.0023 0.9886 0.0091 2

MSFT 0.0034 0.0043 0.9923 3
PFE 0.0021 0.9901 0.0077 2
PG 0.0006 0.9970 0.0024 2

T 0.0020 0.9907 0.0073 2
UTX 0.0020 0.9910 0.0070 2

VZ 0.0444 0.1828 0.7728 3
WMT 0.0014 0.9934 0.0051 2
XOM 0.0031 0.9861 0.0108 2

Table 7: Clustering based on conditional location estimates. Membership degrees for each
cluster are reported, while the group’s assignment after the DCS-based AFCM procedure
is in the last column.
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Cluster 1 Cluster 2 Assignment
AA 0.7663 0.2337 1

AIG 0.0720 0.9280 2
AXP 0.7140 0.2860 1

BA 0.5230 0.4770 1
BAC 0.6448 0.3552 1

C 0.4727 0.5273 2
CAT 0.9703 0.0297 1
CVX 0.0996 0.9004 2

DD 0.9130 0.0870 1
DIS 0.3350 0.6650 2
GE 0.9820 0.0180 1
GM 0.9716 0.0284 1
HD 0.9351 0.0649 1

HPQ 0.8275 0.1725 1
IBM 0.9752 0.0248 1

INTC 0.9883 0.0117 1
JNJ 0.0155 0.9845 2

JPM 0.8707 0.1293 1
KO 0.0854 0.9146 2

MCD 0.7563 0.2437 1
MMM 0.9037 0.0963 1
MRK 0.0534 0.9466 2

MSFT 0.0684 0.9316 2
PFE 0.6454 0.3546 1
PG 0.3903 0.6097 2

T 0.9899 0.0101 1
UTX 0.6893 0.3107 1

VZ 0.8634 0.1366 1
WMT 0.8690 0.1310 1
XOM 0.1527 0.8473 2

Table 8: Clustering based on conditional scale estimates. Membership degrees for each
cluster are reported, while the group’s assignment after the DCS-based AFCM procedure
is in the last column.
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Cluster 1 Cluster 2 Assignment
AA 0.0389 0.9611 2

AIG 0.8938 0.1062 1
AXP 0.0746 0.9254 2

BA 0.2149 0.7851 2
BAC 0.9888 0.0112 1

C 0.0418 0.9582 2
CAT 0.0219 0.9781 2
CVX 0.9768 0.0232 1

DD 0.9885 0.0115 1
DIS 0.0098 0.9902 2
GE 0.9791 0.0209 1
GM 0.9325 0.0675 1
HD 0.0309 0.9691 2

HPQ 0.4540 0.5460 2
IBM 0.0344 0.9656 2

INTC 0.9708 0.0292 1
JNJ 0.9932 0.0068 1

JPM 0.6408 0.3592 1
KO 0.0227 0.9773 2

MCD 0.9744 0.0256 1
MMM 0.9803 0.0197 1
MRK 0.5795 0.4205 1

MSFT 0.9941 0.0059 1
PFE 0.0368 0.9632 2
PG 0.9491 0.0509 1

T 0.5896 0.4104 1
UTX 0.6041 0.3959 1

VZ 0.9860 0.0140 1
WMT 0.9468 0.0532 1
XOM 0.9988 0.0012 1

Table 9: Clustering based on conditional skewness estimates. Membership degrees for each
cluster are reported, while the group’s assignment after the DCS-based AFCM procedure
is in the last column.
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Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Assignment
AA 0.7930 0.0611 0.0096 0.0253 0.1110 1

AIG 0.0844 0.0156 0.0205 0.1091 0.7705 5
AXP 0.0055 0.9900 0.0007 0.0012 0.0026 2

BA 0.0167 0.0079 0.8724 0.0729 0.0300 3
BAC 0.8868 0.0383 0.0050 0.0140 0.0558 1

C 0.0011 0.0006 0.9925 0.0039 0.0019 3
CAT 0.0273 0.9485 0.0038 0.0068 0.0137 2
CVX 0.0007 0.9988 0.0001 0.0001 0.0003 2

DD 0.2191 0.6747 0.0120 0.0262 0.0680 2
DIS 0.7352 0.0198 0.0069 0.0266 0.2115 1
GE 0.8915 0.0108 0.0032 0.0114 0.0830 1
GM 0.0141 0.9740 0.0018 0.0033 0.0068 2
HD 0.2535 0.6286 0.0130 0.0288 0.0760 2

HPQ 0.2094 0.6876 0.0117 0.0255 0.0658 2
IBM 0.0029 0.0009 0.0028 0.9846 0.0089 4

INTC 0.0057 0.9903 0.0006 0.0011 0.0024 2
JNJ 0.0581 0.0058 0.0039 0.0179 0.9143 5

JPM 0.0019 0.0006 0.0020 0.9903 0.0053 4
KO 0.7283 0.1328 0.0112 0.0288 0.0989 1

MCD 0.8255 0.0158 0.0050 0.0186 0.1351 1
MMM 0.2048 0.6938 0.0115 0.0251 0.0647 2
MRK 0.0466 0.9095 0.0071 0.0125 0.0243 2

MSFT 0.0148 0.9726 0.0019 0.0035 0.0072 2
PFE 0.0105 0.0055 0.9368 0.0301 0.0170 3
PG 0.8865 0.0117 0.0035 0.0125 0.0858 1

T 0.0144 0.0076 0.9146 0.0403 0.0231 3
UTX 0.0039 0.0012 0.0052 0.9788 0.0109 4

VZ 0.0114 0.0054 0.9149 0.0479 0.0203 3
WMT 0.7092 0.0190 0.0069 0.0262 0.2386 1
XOM 0.1051 0.0165 0.0166 0.1344 0.7275 5

Table 10: Clustering based on conditional shape estimates. Membership degrees for each
cluster are reported, while the group’s assignment after the DCS-based AFCM procedure
is in the last column.
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6. Experiments with simulated data

As robustness study, in this section we illustrate the results of the pro-
posed clustering procedure with simulated data. At this aim, we generate
N = 10 independent time series of different lengths T = 50, 200, 1000 be-
longing to different Data Generating Processes (D.G.P.). The consideration
of different lengths is useful to evaluate the performances of the proposed
algorithm for either short or long time series.
Moreover, to evaluate how the selection of the number of lags L affects the
results, we consider as in [25] different choice L = 10, 25, 50. The perfor-
mance of the proposed clustering procedure is evaluated, following [25], as
the correct classification rate over M = 300 replications.
We suppose the presence of C = 2 clusters with N = 5 time series in each
group, where the N = 10 time series are generated by the following D.G.P.:

yk,t = exp (ηk,t) εk,t = σk,tεk,t εt ∼ st(0, σ2
ε , λ, v)

ηk,t = ω + φηk,t−1 + αuk,t−1 + βsgn(−yk,t−1)(uk,t−1 + 1) (17)

that is the Beta-Skew-t-EGARCH of [30], hence a non-Gaussian and highly
non-linear process, with ω be the log-scale intercept, φ is the persistency
parameter, α the ARCH parameter, uk,t the conditional score with respect
to ηk,t and β the leverage parameter.
We suppose that the time series in c = 1 are generated by different D.G.P.
(17) with respect to those in c = 2. In particular, we first suppose that the
time series in c = 1 are generated by a D.G.P. with leverage (so β 6= 0) with
the same parameters of those in c = 2 that, instead, is supposed to be gener-
ated by a process without leverage. The Fig. 3 shows the difference of four
time series simulated by the process (17) with exactly the same parameters.
However, while for two we suppose the leverage (β 6= 0), for the other two
we assume no leverage (β = 0).
As evident, the time series generated with the process augmented for the
leverage are characterized by similar fluctuations of those without leverage
but with shocks (e.g. stock returns immediately after a financial crisis) that
dramatically changes the scale of the figures (see Fig. 3).
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Figure 3: Simulated time series from different D.G.P. (17) with and without leverage.

In a second scenario, instead, we suppose that the time series in the two
groups are generated by the D.G.P. in (17) both without leverage but with
different parameters.
The proposed DCS-A-FCM algorithm is compared with respect the Auto-
correlation based Fuzzy C-Means of [22] that is close in the spirit to our
proposal. For a fair comparison, besides we know the true D.G.P. (17), we
perform the classification with a Dynamic Conditional Score model based on
a wrong density specification. Indeed, we suppose a Gaussian distribution of
the data while they are Skew-t distributed, so we estimate the conditional
mean and the conditional variance with a Gaussian-DCS(1,1) as presented
in the Section 4.2.1.
The Tab. 11 shows the classification accuracy for the first scenario of the pro-
posed algorithm and its comparison with the A-FCM. The considered time
series are of different lengths and the the classification is done according to
different lags’ selection in computing the dissimilarity measure (9).
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A-FCM
Lags of dACF T = 50 T = 200 T = 500

L = 10 61.20% 61.70% 60.90%
L = 25 62.08% 59.49% 65.54%
L = 50 55.88% 61.42% 61.97%

DCS-A-FCM (r = 1)

Lags of d
(1)
ACF T = 50 T = 200 T = 500

L = 10 68.60% 64.20% 64.50%
L = 25 65.62% 65.71% 67.17%
L = 50 67.05% 70.00% 67.08%

DCS-A-FCM (r = 2)

Lags of d
(2)
ACF T = 50 T = 200 T = 500

L = 10 65.80% 65.80% 70.50%
L = 25 72.71% 70.51% 69.78%
L = 50 71.37% 71.42% 72.08%

Table 11: Classification rate for M = 300 simulations. The distance measure d
(r)
ACF

is computed at different lags L. Both the groups are generated with the D.G.P. (17)
replacing ω = 1e−6, φ = 0.6 and α = 0.1. However, while in the first group β = 0 in the
second group β = 1. The classification rate refers to the percentage of the average correct
classification over the M = 300 trials.

First of all it is evident the superior classification ability of the DCS-based
clustering procedures with respect the A-FCM for all the considered time se-
ries lengths, even if we specified a wrong density function. In particular, the
classification based on the conditional variance provides better results (up to
72% in the case of long time series) than the classification done according to
the conditional mean.
The time series length is an important element to evaluate the robustness of
the result for either short and long time series. On one hand, the A-FCM
algorithm ensures good performances with long time series (T = 500) with
an accuracy close to 65% in the best case but it is not able to perform bet-
ter then our proposal also in this case (both with 67% and 72% of correct
classification rate). On the other hand, for short time series, the DCS-based
procedures show robust results with the classification accuracy about the
70%, while the A-FCM has an accuracy level a bit higher than 50%.
Moreover, it is not clear what is the effect of the lag’s length L. Indeed,
in the case of short time series length, for the A-FCM algorithm it seems
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that increasing L reduces the classification accuracy, while for the DCS-A-
FCM with the conditional mean similar are robust to the selection of the lag
length. In the end, the DCS-A-FCM with the conditional variance ensures
higher classification accuracy with increasing L. In the case of long time se-
ries, instead, for all the classification algorithms it seems that with increasing
lag length L the miss-classification rate decreases, with the highest accuracy
obtained for all of them specifying L = 50.
The Tab. 12 shows, instead, the classification accuracy for the second sce-
nario where the time series are generated with the D.G.P. (17) without lever-
age and different parameters. As in the previous case, the time series are
simulated for different lengths T and the classification is done according to
different lags’ selection L.

A-FCM
Lags of dACF T = 50 T = 200 T = 500

L = 10 60.00% 56.40% 56.00%
L = 25 56.70% 55.90% 54.80%
L = 50 57.20% 57.80% 58.70%

DCS-A-FCM (r = 1)

Lags of d
(1)
ACF T = 50 T = 200 T = 500

L = 10 63.60% 65.90% 63.20%
L = 25 64.10% 64.00% 66.30%
L = 50 63.60% 66.60% 65.10%

DCS-A-FCM (r = 2)

Lags of d
(2)
ACF T = 50 T = 200 T = 500

L = 10 67.90% 75.90% 80.40%
L = 25 65.60% 77.70% 82.50%
L = 50 62.40% 76.30% 82.80%

Table 12: Classification rate for M = 300 simulations. The distance measure d
(r)
ACF is

computed at different lags L. Both the groups have β = 0 but with different parameters.
The first group is generated with the D.G.P. (17) replacing ω = 2e−6, φ = 0.4 and
α = 0.2. The second group is generated by the D.G.P. (17) assuming ω = 1e−6, φ = 0.8
and α = 0.05. The classification rate refers to the percentage of the average correct
classification over the M = 300 trials.

In this second scenario, less influenced by the presence of outliers, the
classification accuracy of the DCS-based clustering algorithms is more evi-
dent. The benchmark clustering model, the A-FCM, shows in most of the
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considered cases an accuracy close to 50%, while the proposed algorithms
reach also the 82% of correct classification rate.
As in the previous example, clustering according to conditional variance pro-
vide a much higher classification accuracy with respect the clustering based
on the conditional mean.
More in details, for the case of short time series, the over performances of
the proposed DCS-A-FCM procedures are higher up to the 10% of greater
classification accuracy, with percentage always much above the 60% thresh-
old, that is the highest rate for the benchmark A-FCM. In the case of long
time series, the conditional moment-based clustering approaches provide over
performances up to 26% of greater classification accuracy rate.
In the end, in this second scenario the results seems more robust to the choice
of the lag length L for all the studied clustering algorithms. However, ac-
cording to the simulations’ results, with long time series a lag length L = 50
it appears the best choice.

7. Conclusions

In this paper, we develop a new model-based fuzzy clustering algorithm
able to classify time series according to their conditional higher moments,
estimated via a Dynamic Conditional Score. Since the implemented statis-
tical model is based on the score, it exploits the complete density structure
of the data rather than just a few moments. The similarity between condi-
tional moments’ estimates is measured according to a Euclidian distance of
the estimated sample autocorrelations. In other words, we propose to cluster
time series according to some features of conditional moments.
Thanks to the generality of the underlying statistical model, the framework
presented here generalizes most of the model-based procedures existing in
the literature. In this respect, it is worth to mention that a wide class of
GARCH-type processes are just special cases of the Dynamic Conditional
Score. By specifying different distribution densities for the considered time
series, we can cluster challenging instances like non-Gaussian heteroskedas-
tic time series that also show time-varying higher moments. Moreover, the
Dynamic Conditional Score allows us to consider also nonlinear models un-
derlying the clustering procedure. The Beta-t-EGARCH is a clear example
of a possible nonlinear and non-Gaussian model specification.
Interestingly, we adopt a fuzzy clustering perspective. In doing so, we admit
that each time series can be in more than one cluster with a certain level of
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probability. Indeed, the fuzzy approach implicitly indicates the presence of
a second-best cluster – sometimes, almost as good as the first best; this is a
property that is missing in the traditional clustering methods. Moreover, in
the real world, the identification of a clear boundary between clusters is not
an easy task, so a fuzzy approach appears more attractive than a determin-
istic one.
We present applications to real financial data based on stock returns. In
this respect, we show that it is possible to obtain a number of reference
conditional moments for clustering, which depends on the number of time-
varying parameters in the specified Dynamic Conditional Score. In the case
of a Gaussian-DCS model, we get R = 2 time-varying moments (mean and
variance) with two clusters. In the case of a t-DCS model, instead, we have
R = 3 time-varying parameters and the same number of clusters. Trough the
DCS-based fuzzy clustering we could obtain also thinner clusters with time
series that share a similar conditional distribution if those series are placed
in the same cluster R times.
Future researches could be devoted to the possible applications of the pro-
posed clustering procedure in other real-world frameworks. An interesting
proposal might be the application of the presented clustering procedure to
the construction of portfolios of stocks when there is a huge amount of avail-
able assets. Nevertheless, the clustering procedure we propose is general,
and it could also be applied in other disciplines such as engineering, like the
relevant case of signal processes clustering.
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