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[bookmark: _Toc18137567]Abstract 
This research work focuses on looking into the educational network data traffic with the view to understand current trends in order to plan. The purpose of the study is to monitor the London South Bank University (LSBU) network traffic, and to develop a software analytic tool that can analyse the network traffics. The outcomes of this case can help organisations to enhance their network performance, and provide recommendations for scalability and future upgrades to meet increasing traffic volumes and satisfy user expectations in terms of quality of service (QoS).
For this case, LSBU network traffic raw data is first captured using the Paessler Router Traffic Grapher (PRTG) network-monitoring tool, and then numerical analysis algorithms are developed to examine the captured raw data. A fast Fourier transform (FFT) algorithm is developed to study the traffic’s frequency domain information, performing large-scale analytics for user behaviour and initial results of the FFT show that it has potential as a tool for measuring and/or predicting LSBU behaviour. 
A wavelet-based algorithm is also used in the development in order to decompose, denoise, and compress the data, as well as analyse the time frequency characteristics of the data. In addition, nonlinear autoregressive exogenous model (NARX) based on the Levenberg-Marquardt backpropagation algorithm technique is applied to study and predict data usage in its current and future states, as well as visualise the hourly, daily, weekly, monthly, and quarterly activities with less computation requirement. Results and analysis prove the accuracy of the prediction techniques.  
The research shows a dynamic Neuro-fuzzy local modelling system (DNFLMS) for calling the dynamic network data traffic in time-step ahead, by building up the forecasting models to predict the bandwidth data affected by the network traffic, from current time to one day, three days, one week, two weeks and one month ahead dynamically at different time intervals. 
This research has shown that the proposed DNFLMS is superior in terms of both model performance and computational efficiency to those models that adopt a batch-learning algorithm such as a multi-layer perceptron (MLP) system trained using the back-prorogation learning algorithm (MLP-BP).
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[bookmark: _Toc18137572]Chapter 1.  Introduction

This chapter presents the background to the research work, its aims and objectives, contribution to new knowledge and provides an outline of the thesis. 
[bookmark: _Toc18137573]1.1. Background
This work contains amalgamated evidence of the efforts taken to monitor and analyse LSBU network data. Furthermore, it deals with three years of raw data traffic, which has then been used to analyse or predict network data usage with frequencies of hourly, daily, weekly, monthly, quarterly and yearly. 
In the early days of the configuration system (config.sys) file to load different device drivers and then reboot the computers. As each program took complete control of the Ethernet card, it was only with the introduction of a packet the Microsoft disk operating system (MS DOS). By switching from one transmission control protocol/internet protocol (TCP/IP) aware program to another required changing the autoexec.bat file and portable driver interface (PDI) that this problem was eventually solved.
The first of techniques concerns was the transformation into a global communication architecture that also supports real-time services, such as voice over internet protocol (VoIP) or video. Since these services have much more stringent quality constraints than the traditional services mentioned above, the new IP networks integrate a set of mechanisms to provide differentiated quality of service (QoS) to the flows according to their needs. The expected future development of these new real-time services is likely to dramatically change current networks, generating new uses, attracting many more users and thus increasing the volumes of traffic they must support.
Another important element is the multiplication of access networks, wired and especially radio network. This evolution has led to a convergence of the services provided to users irrespective of the modes of access, and offers users the possibility of accessing a multiplicity of internet services, whatever the media used or wherever they are. The internet of tomorrow will thus be an interconnection of heterogeneous access networks allowing access via cores of IP/multiprotocol label switching (MPLS) networks to a large number of ‘universal’ services.
In addition, there has been an unprecedented growth of new applications due to the explosive success of social networks, the emergence of cloud computing and, in particular, software as a service (SaaS).
All these developments have led to the multiplication of services offered by networks and to an unprecedented growth in the number of users and the traffic volumes they generate. In a society where information and communication have become extremely important, the disruption of services offered by networks or even a significant deterioration in the QoS is becoming less and less acceptable, and securing networks and meeting new QoS requirements are major challenges. Due to these new QoS requirements, the continuous increase in internet traffic and the increasingly stringent requirements of network security, internet service providers (ISPs) and operators must constantly adapt their communication infrastructures. However, in a competitive environment with lower profit margins, network performance can no longer be improved by the excessive over-sizing of equipment.
One solution is to have regular and complex monitoring of the network through implementing traffic engineering techniques. The main objective of these techniques is to avoid traffic congestion and the resulting deterioration in service. However, the use of these traffic-engineering techniques presupposes the development of theoretical models and methods, as well as appropriate software tools for performance evaluation and the optimisation of networks.
In this work, fast Fourier transforms (FFT) and wavelet is developed as an analytic tool to examine LSBU’s real-time raw data. This analysis will allow LSBU to predict future trends in data traffic, help the organization, further improvement of the current software analysis tool takes the application of other machine learning algorithms and techniques (such as back propagation in neural nets and fuzzy neurons) in order to focus the public presentations of each technique to gain more precise predictions. To enhance their network operation in the future, and prepare recommendations for future climbs.
Pattern recognition has been utilized for traffic data classification (Rocha et al., 2011, Han et al., 2012), and chaos theory has been employed for the correlation and the prediction of time series data, and to identify the nonlinear dynamical behaviour of real-time traffic data (Shang et al., 2005). 
Applied back-propagation algorithm and feed-forward neural net models (FNNs) parameterized for nonlinear time series (Wu et al., 2016). ANN forecasting has been compared with an autoregressive integrated moving average with exogenous variables (ARIMAX) model to predict the future (Bermeo et al., 2016), in ANN for capturing the first-order non-stationarity in a time series data. Recurrent neural networks (RNN) model evaluating the performance to identify and forecast in order to discover the presence of anomalies (Guo et al., 2016).  An overall review of the implementation of ANN method to solve different engineering problems has been developed (Allawi et al., 2018, Dawson and Wilby, 2001).  
The dynamic neuro-fuzzy local modelling system (DNFLMS) has been proposed based on a dynamic Takagi–Sugeno (TS) type fuzzy inference system (Hong and Bhamidimarri, 2012) with on-line and local learning algorithm for dynamic data network traffic modelling tasks.
The proposed DNFLMS is designed to provide fast training speed with a capability of on-line simulation. This DNFLMS applies an online, one-pass training procedure by using the evolving clustering method (ECM) (Haykin, 1994) to create and update fuzzy local models dynamically. The extended Kalman filtering algorithm (Jaradat et al., 2012, Durairaj and Revathi, 2015) is then carried out to optimise the parameters of the consequence part of each fuzzy model during the training stage. A local generalization in the DNFLMS is employed to optimise the parameters of each fuzzy model separately, region-by-region, using subsets of the training data.  The performance of the proposed DNFLMS is compared with the performance of a multi-layer perceptron (MLP) model trained using the back-propagation learning algorithm (MLP-BP), in which a batch off-line learning algorithm was implemented.
[bookmark: _Toc18137574]1.2. LSBU network architecture
Network monitoring and analysis are important to understand network performance, reliability and security, as well as to identify potential problems. The LSBU network is based on three-tier network architecture: the core layer, the distribution layer, and the edge layer. The core layer is responsible for routing protocols. The distribution layer is responsible for virtual local area network (VLAN) management, spanning tree protocol, loop prevention, and a certain level of security (i.e. DOS protection). The edge layer is responsible for end-user connectivity.
Figure 1-1 shows the schematic diagram of the LSBU network. The university computer network is set up using the latest data transmission and control technologies, including fibre-optic data buses and radio links.


[bookmark: _Toc16273892]Figure 1-1: The schematic diagram of the LSBU network
The university computer network is part of the UK education network JANET, and connects more than 8,000 networked devices including 4,000 desktop computers, printers, IP cameras, security locks, media control units, wireless fidelity (Wi-Fi) access points, security alarms and fire alarms. All data flows of the network are controlled by two main core switches in data centre 1 (DC1) and data centre 2 (DC2); these connect to the JANET routers via optical channels of 10 Gbps and to the internet. JANET provides computer network and related collaborative services to UK research and educational centres.
Through the main university core switch DC1, there are about 70 TBytes of data per month that go across the JANET interface. Out of this, about 50 TBytes of data are downloaded from the internet, while 20 TBytes of data are uploaded. LSBU has 124 class B IP address areas i.e. a total of 31,744 public IP addresses and 110 class C IP addresses for switch management and miscellanies, Wi-Fi, service set identifiers (SSIDs) and VLANs. The university network is divided into sub networks, creating 124 VLANs.
A mechanism is needed that is able to measure the total output and then predict what the scene might look like in the next six months or in a year.
[bookmark: _Toc18137575]1.3. Motivation
The evolution of communication network traffic began, of course, with the incredible development of the World Wide Web (WWW), followed by the professional world’s adoption of internet applications (such as electronic mail) and, more recently, the deployment of peer-to-peer file sharing software. Alongside the steady increase in traffic linked to ‘traditional’ services, the internet has undergone several major changes in recent years.
South Bank Polytechnic installed its first Ethernet thick/thin wire 10Mb/s network with bridges to separate the different sections in 1989, and the 136.148 class B IP address was obtained from Stanford Research in the USA (as there was no other source at the time). There were about 200 devices connected, and the class B address was obtained as it was thought that there would be over 500 devices in five years. In 1989, the internet terminated at the University of London Computer Centre (ULCC), which was also, where South Bank Polytechnic’s JANET X25 Coloured Book link terminated.
The TCP/IP was selected in 1989, as it was the only protocol supported by the polytechnic’s different computers and operating systems. Moreover, the PC version of the National Center for Supercomputing Applications’ (NCSA’s) telnet was free.
JANET was pushing X25 as the future of networking at the time, so mechanisms were set up to bridge services between TCP/IP and X25 for those users who needed to connect terminal sessions to remote computers.
South Bank Polytechnic connected to the JANET internet protocol service (JIPS) in 1993, shortly after the service became fully supported. IP traffic was encapsulated within X25 at 9,600b/s (slower than a dial-up modem). No one was told the service was live until they switched to a 64kb/s leased line, at which point the service went live.
LSBU started a web server in 1993, before the BBC. It used a CERN web server first, then the NCSA server, followed by the Apache web server. The first web server was a Hewlett-Packard (HP) workstation running at the amazing speed of 15 MH/z.
In 1997, LSBU became the hub for other institutions to connect to the London Metropolitan network (LMN), much to the annoyance of King’s College London. The network was created with the assistance of different cable TV companies that covered various parts of London. Ultimately, these cable TV companies merged together over time and became Virgin Media.
South Bank Polytechnic was internally running simple email based on simple mail transfer protocol/post office protocol (SMTP/POP) before JIPS. They developed a gateway program on the Virtual Address eXtension (VAX) computers to change the order of the email addresses around, as required by Coloured Book. Thus, username@sbank.ac.uk became username@uk.ac.sbank. The POP mail server was modified to convert the Coloured Book email into an SMTP order.
Pegasus mail was used on PCs and Eudora on Macs. In the early days of email, only plain text messages could be sent, and attachments only became possible after the multipurpose internet mail extensions (MIME) standard was created in late 1996 and then added to email clients later.
For an organisation like LSBU, there are many tools that display logs and collect bandwidth raw data, but there is no real-time analytic tool that analyses these data thoroughly. Therefore, the aim of this research is to develop a software tool that not only analyses data traffic, but also predicts future trends in data traffic in order to help LSBU and similar organisations enhance their network performance. Such a tool will also offer recommendations for scalability and future upgrades.
[bookmark: _Toc18137576]1.4. Aim and objectives
This section gives the aim and the objectives of the research work.
[bookmark: _Toc18137577]1.4.1. Aim 
The aim of the work is to develop a network traffic analysis tool, to predict data usage in its current state and in the future, and that can be used as a mechanism to support decision-making in terms of future investments for the organisation. 
[bookmark: _Toc18137578]1.4.2. Objectives
The following are the objectives:
· To monitor and capture LSBU network traffic. 
· To develop software using a set of mathematical algorithms to analyse the LSBU network traffic data captured. 
· To develop an analytic tool that can help an organisation enhance their network performance, and that offers recommendations for scalability and future upgrades. 
· Collect sufficient data at different time intervals with variable frequencies for analysis. 
· Develop a network traffic analysis software. 
· Determine network usage by analysing the LSBU network. Examine bottlenecks, groups of users and types of traffic. 
· Moreover, develop algorithms to analyse and predict network traffic, and use these algorithms on an existing network and demonstrate their ability to predict trends in network behaviour.
[bookmark: _Toc18137579]1.5. Contribution to knowledge 
The contribution to knowledge is made with the use and analysis of recent educational network traffic data at LSBU. The PRTG network monitoring tool’s installation, configuration and performance were evaluated with the objective of proposing a new data analysis tool to improve network performance. The novelty of the study is that this information is used to validate the FFT, wavelet, ANN, and DNFLMS algorithms of estimation through different techniques that analyse real-time bandwidth raw data. Thus, the novelty and original contributions are:
· Using the PRTG network-monitoring tool to be a data collector of real-time bandwidth raw data, which has never been performed previously.  This process involved configuring the core of the network with sFlow and redirect the real-time data flow into the PRTG monitoring tool, then the raw data can be analysed later. 
· Development of software solutions for network traffic analysis using wavelet, FFT algorithms, to analyze uniqueness of the LSBU data traffic in order to monitor and analyse the events such as clearing, exam periods, project submissions, enrolment, project submission period, etc…
· Developed software based on offline ANN analysis using modulation with historic data and comparison with the real-time data to predict the future trends and make decisions. 
· Developed analytic tool with five modules (one day ahead, three days ahead, one week ahead, two weeks ahead and one month ahead), using DNMFLS based on online dynamic modulation. 
·  The analytic tool not only analyses data traffic, but also predicts future trends (in order to help an educational organisation enhance their network performance) and offers recommendations for scalability and future upgrades.
[bookmark: _Toc18137580]1.6. Outline of the thesis
This thesis comprises six chapters that include the general introduction in this chapter. The remainder of the thesis is organised in the following manner:
Chapter 2: This chapter presents the theoretical background of network traffic analysis: introduction, network traffic analysis overview, neural network, pattern recognition, and chaos theory, comparison of FFT and wavelet transform, DNFLMS and summary. 
Chapter 3: The network traffic acquisition modelling: Introduction, Data capture, FFT data analysis, Wavelet data analysis and summary. 
Chapter 4. Network traffic prediction: Introduction, prediction method, model design and code, linear prediction, linear regression analysis, LSBU data neural networks prediction results and summary.
In Chapter 5: This chapter presents the dynamic Neuro-fuzzy local modelling system: introduction, methodology, structure of dynamic neuro-fuzzy local modelling system, on-line clustering algorithm, learning algorithm of DNFLMS, model construction for LSBU raw data forecasting, results and discussions, the comparison between DNFLMS and summary.
Chapter 6: The results are summarised and future promising research areas are proposed: conclusions, recommendations for future work and references.


[bookmark: _Toc18137581]Chapter 2. Literature review & theoretical background of network traffic analysis

This chapter presents reviews of the literature, including an overview of network traffic analysis, the FFT, wavelet transform, NARX, and DNFLMS. 
[bookmark: _Toc18137582]2.1. Introduction 
The first of the evolutionary concerns was the transformation into global communication architecture that also supports ‘real time’ services, such as VoIP or video. Since these services have much more stringent quality constraints than traditional services, the new IP networks integrate a set of mechanisms to provide differentiated quality of service (QoS) to the flows according to their needs. The expected future development of these new real time services is likely to dramatically change current networks, generating new uses, attracting many more users and thus increasing the volumes of traffic they must support.
In addition, it had a good reduction of press to the core network and low false rates. This achieved high accuracy by simulating results using an FFT based IP traffic classification system called selected IP traffic offload (SIPTO) and a partial decision tree (PART) machine-learning algorithm. In contrast a new method based on FFT signal processing techniques that exactly pinpoint traffic shaped by time and date in the frequency domain. This method used the technique to help see a wormhole attack very accurately and very quickly (Song et al., 2011). The research simulation stated that the method of detecting does not require any special hardware. Another benefit of FFT stated, the user of two fibre optics based on interferometric sensor multiplexing schemes (Wu et al., 2016). 
In this thesis, the wavelet transform is used for data decomposition, denoising, and compressing. With a wavelet transform, do not lose time information (which is useful in many contexts) and clustering allows more accuracy in terms of data representation. A comparison of the two processes resulted in an accurate prediction by wavelet. This indicates that wavelet is able to predict a value for short-term traffic flow. They are examined two kinds of mechanisms by tracing network traffic: postmortem and real time detection modes (Kim et al., 2004). Research has shown the feasibility of analysing packet header data through wavelet analysis in order to detect traffic anomalies by using the correlation coefficient of destination IP addresses in the outgoing traffic on an egress router. The result indicated that the statistical analysis of aggregate traffic header data might provide an effective mechanism for the detection of anomalies within a campus or edge network. 
It is good for sine wave comparison to display the smoothness of infinite length. Wavelets are ideal tool for analysing signals of a non-stationary nature because they are irregular in shape and are able efficiently analyse sharply changed signals with temporal localisation. Thus, wavelet offers other benefits from FFT: it shows a correlation between the time and frequency domains of a signal, while FFT provides information about the frequency domain. The wavelet coefficients calculated for each wavelet segment, giving a timescale function that relates the wavelet correlations to the signal.  Developed a model (called Waveman) to analyse data traffic anomalies; it used for real time wavelet based analysis (Huang et al., 2006). The model uses two matrices percentage deviation and entropy to evaluate the performance of various wavelet functions for security purposes, such as denial of service (DoS), traffic anomalies and port scans.  
In addition, artificial neural network (ANN) has been proven a useful tool analysing time series and forecasting.   Therefore, in this work investigation and comparison is carried out between the most popular learning algorithm has been selected such as multi-layer perceptron (MLP) system with the back prorogation learning algorithm (MLP-BP) and the dynamic Neuro fuzzy local modelling system (DNFLMS), and the outcome proves accurate prediction.
[bookmark: _Toc367365051][bookmark: _Toc18137583]2.2. Network traffic analysis 
It is important that network traffic analysis is based on different types of protocols traversing the enterprise networks at any one time. This is essential for effective troubleshooting and resolution of issues when they occur, so that network services do not come to a standstill for extended periods. The first of these evolutionary concerns is the transformation into global communication architecture that supports ‘real time’ services, such as VoIP or video. Since these services have much more inflexible quality constraints than traditional services, the new IP networks integrate a set of mechanisms to provide a differentiated QoS to the flows according to their needs. The expected development of these new ‘real time’ services is likely to dramatically change current networks, generating new uses, attracting many more users and thus increasing the volumes of traffic they must support. The network monitoring tool is used for protocols and techniques (such as SNMP, sFlow, and port utilisation) in order to capture data and format them for analysis.
Mostly the (Dam and Deb, 2015) network infrastructure usually consists of each application system, of multiple switches, routers, and security devices. The open system interconnects (OSI) reference model, each node on the link layer uses point to point protocol (PPP) for wide area network (WAN) and Ethernet protocol for local area network (LAN). This work consisted on the LSBU Ethernet protocol based on WAN, LAN, PPP and many other protocols. 
Different internet applications can affect the behaviour of internet service provider (ISP) internet structural operations, which can be modelled as complex networks for each behaviour. Based on behaviour, (Yu et al., 2010) have taken into account the distribution of hosts, the distance between hosts, and community structures.
There has been a multiplication of access networks, including radio, general packet radio services (GPRS) and universal mobile telecommunications services (UMTSs), Wi-Fi, and worldwide interoperability for microwave access (WiMAX). Moreover, there has been a real convergence of the services provided to users irrespective of modes of access, offering users the possibility of always accessing a multiplicity of internet services, whatever the media used or wherever they are. The internet of tomorrow will thus be an interconnection of heterogeneous access networks allowing access via cores of IP/MPLS networks to a large number of ‘universal’ services. There is an unprecedented development of new applications with the explosive success of social networks and the emergence of cloud computing and particularly SaaS.
Monsakul et al., (2011) have hhighlighted the major factors that determine network design by examining the characteristics of multicast traffic in the local area network (LAN), which is rarely studied in terms of packet size and interval time distribution. Their research exposed multicast traffic in an intra domain network in terms of two parameters based on several networks. The results of their experiment are useful for multicast traffic simulation, which is commonly found in corporate networks.
New QoS requirements, a continuous increase in internet traffic and the increasingly stringent requirements of network security require that ISPs and operators constantly adapt their communication infrastructures. However, in a competitive environment with lower profit margins, network performance can no longer be improved by the excessive over sizing of equipment.
One solution is to have regular and complex monitoring of the network through implementing traffic-engineering techniques. The main objective of these techniques is to avoid traffic congestion and the resulting deterioration in service. However, the use of this traffic engineering presupposes the development of theoretical models and methods, as well as appropriate software tools for performance evaluation and the optimisation of networks. The TCP and UDP are protocols used for communication via the internet, which takes place through sending packets.
On the other hand, Veres and Boda (2000) demonstrated how TCP congestion control can reveal the chaotic behaviour of TCP/IP networks. Their research shows that TCP is a process that creates chaos and generates self-similarity. This characteristic is inherent in current TCP/IP networks, and is independent of higher layer applications or protocols: The two causes: heavy tailed ON/OFF and chaotic TCP; together they contribute to the phenomena called the fractal nature of internet traffic. Therefore, it is important that this is investigated; the authors have proposed further analysis on minute influences for buffer management and TCP congestion control (in order to fairly improve throughput and arrive at more accurate network level macroscopic TCP models).
(Choi et al., 2011) developed an application level HTTP traffic classification system and verified it by applying the system to a small part of a campus network. The research helps network management performance by offering a method for classifying HTTP traffic based on client side applications and then grouping those applications based on providing services.
Developments in recent years have led to an unprecedented complexity in terms of networks, whose mastery raises conceptual difficulties. The research problems raised by this application sector are enormous, and require methodological advances in several fields. In particular, optimal exploitation of communication network resources and compliance with QoS requirements imply new approaches to modelling, planning and managing network resources.
(Siriwong et al., 2007, Choi et al., 2011) attempted to classify HTTP traffic, including investigating the effectiveness of correlated traffic flows (which gain better services than uncorrelated traffic flows), and used traffic shaping (such as a token bucket) in their simulation models to study its effects on network performance. They proposed a duality model of end to end congestion control and applied it in order to understand the equilibrium properties of TCP and active queue management schemes(Low, 2003). The following year, they investigated simulation through a bottleneck link on TCP based traffic flow to see if it could adapt to the fractal properties of video traffic and could potentially propagate on the backbone network. They also showed that an identified asymmetry in the bottleneck link could affect and decrease the propagation effect(Rincon et al., 2004).
On random early detection (RED) and adaptive RED was able to identify the throughput and nonlinear packet loss rate. Jiang et al.(2004) developed a process to examine the file transfer protocol (FTP) traffic, and FTP with web traffic, inbound traffic, and inbound–outbound traffic. This resulted in adaptive RED proving more advantageous than RED. Similarly, one-way flows observed larger oscillations of queues and higher maximal Lyapunov exponents than two ways FTP flows. Also, Jiang et al. (2004) has proposed that he will further analyse the nonlinear dynamic behaviour of RED and adaptive RED for the different values of other systems and control parameters. This research analytical approach was very inspiring, as it also tackled the issue of random bursts of signal or usage that need to be managed to predict behaviour without the noise(Jiang et al., 2004).
Performance assessment: To correctly predict the performance of flows, modelling must take into account the unpredictability of traffic (both at the level of flow and at the packet level), the different processing operations carried out in the network, and the dynamic and distributed behaviour of the protocols (routing or flow control, etc.). Faced with such complexity, so-called accurate analytical models quickly reach their limits. Event simulations, on the other hand, have a prohibitive cost for networks of real size (hundreds of nodes, thousands of flows), especially for high-speed networks. This is why the telecoms world is currently requesting research to develop new approximation schemes to estimate the QoS of flows. These approximations must be of an algorithmic cost adapted to the size of the current networks, take into account the reactive character of the protocols, and must integrate efficiently into optimisation procedures.
[bookmark: _Toc18137584]2.2.1. Neural network
The neural network (NN) is an old technique of network analysis, also known as the artificial neural network (ANN). It was widely used as a forecasting method, and is based on brain functionality that is mathematically modelled. ANN was first developed by a neurophysiologist Warren McCulloch in 1943, and developed by many other scientists, such as Walter Pitts, Donald Hebb, Bernard Widrow and Marcian Hoff.
ANN is an excellent tool for machine learning in terms of performance, classification and regression problems; it is also very useful for time series and forecasting. Neural network techniques are comprehensively used for many organisational applications such as financial, economic, energy systems and media (weather) to forecast their time series data.
(Zhang et al., 2012) has applied back propagation, algorithms and feed forward neural network (FNN) models parameterised for nonlinear time series. ANN forecasting has been compared with an autoregressive integrated moving average with exogenous variables (ARIMAX) model to predict the future. Mainly limited ANN use for capturing first order non stationarity in time series data (Bermeo et al., 2016). The performance of the recurrent neural networks (RNN) model has been evaluated, to identify the presence of anomalies and change points (Guo et al., 2016).
Different forecasting models were able to capture different aspects of the data available for prediction. Bates and Granger showed that a linear combination of forecasts would give a smaller error variance than any of the individual methods (Bates and Granger, 1969b). The basic idea of the model combination in forecasting is to use each models unique feature to capture different patterns in the data. With the ensemble model, the problem of model’s selection can be eased with little additional exertion. Generally, the ensemble method has the potential to produce stable forecasts and less potential to make catastrophic predictions than any single network used in isolation (Zhang and Berardi, 2001). Combining several models to improve the forecasting accuracy has been extensively analysed in the traditional forecasting literature. The question is how to combine these different forecasts into a single forecast, which is assumed a more accurate forecast. A simple approach to combining network outputs is to simply average them together. The neural network ensemble (NNE) provides a prediction based on the norm of the MLPNN, RNN and RBFNN outputs (Chaouachi et al., 2009).  A model based on the simple average of neural networks, Gaussian process regression, and linear models for the NN5 time series forecasting competition (Andrawis et al., 2011).
Recently, several mathematical programming approaches have been proposed to determine the weights in combined forecasts. 
Several types of objective concerning accuracy to be used in forecast combinations (Reeves and Lawrence, 1991) and considered to minimize mean absolute percentage error and the maximum absolute percentage error independently (Lam et al., 2001). 
However, most previous focus on minimizing squared errors or absolute errors, they should be considered at the same time. 
An ensemble-forecasting model integrating ARIMA with ANN based on combined objectives; the combined objectives are composed of sum squares errors (SSE) and maximum absolute error (MAXAE). 
The MAXAE achieved by an ensemble model based on minimising SSE, and then 0.618 criteria are used in deciding the weight of two objectives. This method is examined by using the data of Canadian Lynx data series. The empirical results show that the prediction using the proposed ensemble model is generally safer than other examples introduced in this field in terms of the same evaluation measurements.
Also (Chunshan and Xiaofeng, 2015) expressed, NARX neural network, in accordance with different prediction period, load forecasting can be divided into annual forecast, monthly forecast, day forecast, hourly forecast.  For LSBU neural network model based on NARX to predict the future trends of bandwidth data traffic.



[bookmark: _Toc18137585]2.2.2. Pattern recognition
Pattern recognition is another technique of machine observation and measurement for many applications i.e. data mining, document images, speech recognition, fingerprint identification, optical character recognition (OCR), deoxyribonucleic acid (DNA) sequence identification, and data analysis. The major components of pattern recognition are useful for ANN and classifier combination and clustering, which calculate the length of the object as a possible feature for discrimination by gathering relevant data and then building a distribution of the data to help form a decision.
(Rocha et al., 2011, Han et al., 2012) timely identification of bad traffic (such as anomaly pattern and malicious traffic) could guarantee accurate traffic classification, used machine learning algorithms to analyse the pattern extraction, whose results outperformed by approximately a 3% to 6% improvement in accuracy.
[bookmark: _Toc18137586]2.2.3. Chaos theory
Chaos theory is an ongoing development mathematical theory that states that seemingly random nonlinear dynamical systems are actually determined from much simpler equations. Edward Lorenz introduced chaos theory to the modern world in 1972 with the conceptualisation of the butterfly effect. The theory was also developed by inputs from various mathematicians and scientists, and has found application in a large number of scientific fields. Many ordinary objects show fractal properties including backgrounds, clouds, plants, mountains, and rivers and even the urbans areas complex, chaotic behaviour. Looking into the fractal nature of this world can give us new perception and power. Perhaps by understanding the complex and chaotic dynamics of nature and the ecosystem, social and economic systems. And understanding that they are unified, it can avoid actions that may end up being unfavourable to humankind in the long term.
(Shang et al., 2005, Feng et al., 2009), the analysis of a system with many techniques, which is very useful for the analysis of correlation and the prediction of time series data. The same theory has been used to analyse the behaviour of wireless traffic in order to identify the nonlinear dynamical behaviour of several real time traffic traces collected.
[bookmark: _Toc18137587]2.2.4. Fast Fourier transform 
The Fourier transform (FFT) is a widespread mathematical tool founded by French scientist Jean Baptiste Joseph Fourier in the early 19th century. The Fourier transform can be used in many fields of modern science and technology to decompose any harmonic function of frequency components into a linear combination of linear transformations; it is probably the one that possesses the most direct physical meaning, as it leads particularly to the notion of the frequency spectrum.
This concept which has long been familiar to physicists and especially to electricians, who use it in signal theory and in the study of transmission systems, has become widely used in many fields, such as the study of structures subjected to vibration, turbulence mechanics, acoustics, biomedical engineering, geophysics, and economics.  
This success owes much to the widespread use of computer numerical methods. Most potential users now know the principle of discrete approximation (which underlies the Fourier transform) and the existence of a particularly advantageous computation algorithm. Introductory articles on this subject have, indeed, been published for several years already in some specialised journals.
On the other hand, few users are aware of the precautions they must take when using these methods in order to limit estimation errors. These errors, which are sometimes very subtle in nature, are mainly due to the discrete nature of the representations used, both for the signals or data analysed and for the calculated transforms. As well as the necessarily limited number of samples (data) available, the stochastic character of the estimates obtained in the analysis of random phenomena must also be underlined.
The FFT is a computational algorithm for fast computer estimation of the Fourier transform. Proposed in 1965 by Cooley and Tukey, this algorithm proved to be a very powerful tool, and is particularly advantageous for real time computation. It has enabled the realisation of specialised computers functioning mainly as spectrum analysers or correlators. Indeed, time frequency representations (TFR) also offer an effective means of evaluating the interdependence between two variables whose behaviour is random in nature. This correlation analysis is a tool of great interest in many fields. The discrete Fourier transform (DFT) is easily deduced from the Fourier integral transform. Its mathematical expression depends on the type of function considered.
(Drew and Sheth, 2014) the development and developed a simulation to analyse historical data based on FFT that indicates frequency domain analysis by providing an alternative method of understanding data characteristics (by applying a DFT in order to analyse anomalies and identify the periodic signature). By measuring the signature of the historical data, DFT proves to be a perfect tool for examining historical data. In addition, DFT can be very good in terms of accuracy when it comes to windowing and sample size processing. 
(Han et al., 2012), moreover, compared their system with previous research, and it appeared to have more suitable and accurate traffic analysis. After gathering data related to network bandwidth traffic, the best way to represent these data for analysis will be through FFT, which is an algorithm tool developed in the early of 18the century to represent data in a frequency domain. In addition, FFT makes it easier to computationally work in frequency domains with programming languages such as MATLAB and Python (which already contain FFT packages in their library). This research study will use the FFT package in MATLAB, analysing (using the FFT function) one year of raw data gathered using the PRTG tool. The main benefit of this approach is that FFT is good for identifying periodic occurrences of traffic, and allows one to analyse and predict the future accurately.
There are several researchers who have used FFT (Preoteasa et al., 1996). It has been proved that FFT could help in creating a new method for the early diagnosis of diabetes in order to improve patient personalised therapeutic schedules. In addition, statistically examined the correlations reducing the distortion in the spectrum of a signal affected by noise to identify the properties of a least squares frequency analysis of unequally spaced data. FFT has been used work and proved its benefits for signals affected by noise (Lomb, 1976). Focused on the chaos to control traffic flow dynamics based on rough daily periodicity in traffic by using FFT to examine the power spectral density function (Dendrinos, 1994). The results identified possible chaotic patterns in residuals of such dynamics from approximate temporal (mainly daily) cycles. (Chen et al., 2017) proposed a quasi-real-time, time-frequency analysis strategy based on the FFT for the bridge dynamic response monitoring. 
For this research FFT has been applied to localise the frequency domain for the periodic evens of LSBU data traffic as an educational foundation in order to analysis the uniqueness.
The principal applications of the DFT exist essentially in the numerical estimation of the following functional relations: frequency spectra, convolution product and correlation function. Another application, less known but equally important, is the interpolation of sampled functions. When using FFT for these applications, the following point must be borne in mind: the function to be analysed is periodically sampled with a period Δt for a duration T.   FFT gives T values of the Fourier transform calculated at the harmonic frequencies. 
𝑓𝑛. =                         	             	(2. 1)
It is observed that both the initial function and its Fourier transform are represented numerically by a periodic series of samples. The periodic signal spectra are line spectra. They can be calculated numerically with high accuracy if the period 𝑇𝑥 of the signal is known. In this case, the samples must be taken over a period corresponding exactly to one period (or possibly several). In the event that this period is not known a priori, the observation period T of the signal must be large with respect to the presumed period 𝑇𝑥. The estimates of the amplitude, phase and power spectra of the signals considered are obtained from the equation.
Estimation errors: Two main categories of errors can occur in the use of the FFT. On the one hand, there are ‘certain’ errors due to the use of numerical methods of calculation and, on the other hand, there are errors of a statistical nature during the processing of random signals. A further cause of error occurs if the samples taken from the signals are roughly quantified (quantisation noise); this is not taken into account in this  research.
Certain errors: It can distinguish three types of certain errors due to the limited duration of observation, errors due to the sampling, and errors due to the discretised estimate in frequency. The rounding errors involved in any computer numerical calculation can be considered negligible in the FFT calculation.
Errors due to the observation period of time limit T: these errors occur essentially during the analysis of random signals and periodic signals when their period is not known.
An overview of the possibilities and rules for the use of the FFT algorithm: This particularly effective algorithm is of considerable use for the digital processing of signals, and the number of its applications is growing.
Also proposed that FFT analysis implementation could be used for improving the peak to average power ratio (PAPR) reduction scheme of orthogonal frequency division multiplexing (OFDM) signals. (Lee et al., 2009) investigated this by reducing PAPR using selective mapping (SLM) in power line communication (PLC) channels. However, the choice of the parameters involved in its use is governed by the following rules, which must be strictly observed:
The signal to be analysed by the FFT, whatever its nature, must be periodically sampled with a period Δt for a duration T. The total number of samples taken, N, must be a power of two and is related to Δt and T by the relation 𝑇 = 𝑁 × ∆𝑡.
Sampling frequency must be greater than or equal to twice the maximum significant frequency contained in the signal, by virtue of the sampling theorem.
For periodic signals, the duration T must coincide with the period of the signal if this is known. If not, T must be taken as much larger than the presumed period of the signal to ensure sufficient resolution. 𝑓𝑛. =   allow sufficient description of the spectrum sought.
[bookmark: _Toc18137588]2.2.5. Wavelet transform
Another good algorithm   tool   for   network   bandwidth   analysis and   performance monitoring is wavelet, developed mathematically as a method in the 1980s to reproduce the processing and extract frequency information within a signal. 
The wavelet transform is appropriate for time–frequency analysis, receiving and processing signals, and signal denoising. It can be very useful for pattern and image representation because it shows smoother, efficient durations by producing a timescale view of the signals (which also has an average value of zero). With wavelet, there is the possibility of time shifting, and it is flexible and more accurate. Like FFT, wavelet packages already exist in the MATLAB library and can be used computationally. Wavelet is also useful for analysing non-stationary signals and cutting these bands into slices in time, which can represent the signal as a collection of time frequency data.
 (Xing and Lou, 2019) mentioned that the wavelet transform is an ideal tool for time-frequency analysis and processing of signals. For LSBU using wavelet transform it help to localise time and frequency domain for the repetitive evens of the organisation.

In this research, the wavelet transform is used for data decomposition, denoising, and compressing. With a wavelet transform, one doesn’t lose time information (which is useful in many contexts) and clustering allows more accuracy in terms of data representation. A comparison of the two processes result in an accurate prediction by wavelet. This indicates that wavelet is able to predict a value for short term traffic flow(Kim et al., 2004).  
The post-mortem and real time detection modes. Research has shown the feasibility of analysing packet header data through wavelet analysis in order to detect traffic anomalies by using the correlation coefficient of destination IP addresses in the outgoing traffic on an egress router. The result indicates that the statistical analysis of aggregate traffic header data might provide an effective mechanism for the detection of anomalies within a campus or edge network.
It is good for sine wave comparison to display the smoothness of infinite length. Wavelets are an ideal tool for analysing signals of a non-stationary nature because they are irregular in shape and are able to efficiently analyse sharply changed signals with temporal localisation. Thus, wavelet offers other benefits from FFT: it shows a correlation between the time and frequency domains of a signal, while FFT provides information about the frequency domain.
The wavelet transform allows extraordinary localisation in both the time domain (via translations of the mother wavelet) and the frequency domain (via dilations). The translation and dilation operations applied to the mother wavelet are performed to calculate wavelet coefficients, which represent the correlation between the wavelet and a localised section of the signal. The wavelet coefficients are calculated for each wavelet segment, giving a timescale function that relates the wavelet correlations to the signal.
Huang et al(2006) the development of a model (called Waveman) to analyse data traffic anomalies; it can be used for real time wavelet based analysis. The model uses two matrices percentage deviation and entropy to evaluate the performance of various wavelet functions for security purposes, such as denial of service (DoS), traffic anomalies and port scans.
Crovella and Kolaczyk (2003), highlighted problems that can be addressed via spatial traffic analysis by proposing a spatial traffic analysis based on wavelet transform. Understanding the graphical approach will help to summarise views of the network traffic load and localise the extent of a failure within the network. The data used was from a wavelet transform in the spatial domain instead of in the temporal domain. The aim was to build a tool that could identify two views as a graphic and thus allow the technical engineer to analyse the traffic easily.
(Ma and Ji, 2001) further research has been conducted and developed a model based on wavelet analysis in order to achieve accuracy in complex network traffic. The study began with an investigation of short range dependence and then developed a model for Gaussian traffic by evaluating the (average) autocorrelation function and the buffer loss probability of an independent wavelet model for fractional Gaussian noise (FGN) traffic, as well as Markov wavelet models to capture additional information among wavelet coefficients. His research resulted in an independent wavelet model that is sufficiently accurate.
Simple concepts of wavelet analysis employ a pattern function called the mother wavelet. This function has a mean of zero and sharply decays in an oscillatory fashion i.e. it rapidly falls to zero on either side of its central path. 
Mathematically, the CWT of a given signal with respect to a mother wavelet and is generically defined as where is the dilation or scale factor and the translation factor, and both variables are continuous.
(Cho and Li, 2007) used the wavelet technique to improve scalability and robustness in phase analysis. Scalability can be achieved in wavelet analysis of high dimensional sampled workload statistics to alleviate the counter overflow problem, which can negatively affect phase classification accuracy. The wavelet noise reduction capability performed robustly under program execution variability. Therefore, more attractively, the research highlighted the different types of workload. The authors also implied that the execution characteristics in the wavelet domain can be assembled together to further improve phase classification accuracy. 
Guo-qing et al (2009) investigated of two classic correlations based on the wavelet spectrum and on wavelet correlation in order to achieve additional information at different scales using combined wavelet transform and Fourier spectrum analysis. This involved classical correlation (reflecting the linear correlation of two signals completely in the frequency domain) by introducing a scale parameter to the classical one, both in the time domain and the frequency domain. It is superior to analysing the correlation between two non-stationary geodetic signals.
(de Oliveira and de Souza, 2006), the wavelet can be an information processing technique that defines mutual information between signals.
Two propositions for wavelets were proposed: One proposition was that every basic wavelet could be associated with a proper probability density, allowing the entropy of a wavelet. Now introducing the concept of wavelet mutual information between a signal and an analysing wavelet fulfils the foundations of the wavelet information theory (WIT). Both continuous and discrete time signals are considered. Finally, it showed how to compute the information provided by a multiresolution analysis by means of the inhomogeneous wavelet expansion, highlighting ideas behind the WIT presented.
Also (Nakashima, 2006) investigated the timescale analysis of jitter on a different type of edge router based on wavelet scaling analysis. When applying a path based active measurement method, the property of average energy propagates through the path even if the local return process operates heavily in the middle of the path. The exchange point between providers raises the average energy, caused not only by the local return element, but also by forwarding and returning elements. Bandwidth restrictions between Japan and the US slightly increase jitter fluctuations. This analysis identified how to estimate the local timescale property. Local scaling analysis using the partition function is required.
A similar theory to Chin Tser Huang. They investigated the characteristics of network traffic by focusing on the flow detection of low rate denial of service (LDoS) attacks. The simulation was carried out to a multifractal detrended fluctuation analysis (MF-DFA) algorithm based on wavelet analysis and was used to identify the change in multifractal characteristics over a minor scale of network traffic due to LDoS attacks.
(Wu et al., 2016), The difference values (D-values) of the Hölder exponent of network traffic between a normal situation and an under LDoS attack situation are calculated. The detection threshold was set based on statistical results. The presence of LDoS attacks was confirmed by comparing D values with the detection threshold. Experiments on detection performance were carried out in a testbed network and on simulation platforms. The extensive experimental results are congruent with the theoretical analysis. The testbed results show that the approach applied in a network of five or more users can reach the detection probability of 90% and false positive rates of 10% along with low complexity.
As has been seen, wavelet analysis is used in various applications and situations. Wavelet is used to reduce the number of anomalies by analysing small chunks of data at a time. It can apply wavelet to reduce the jitter in data, as well as capture and reduce spikes.
The dilation function of the DWT can be characterised as a tree of low pass and high pass filters. The original signal is continually decomposed into components of lower resolution, while the high frequency components are not analysed any further. The maximum number of dilations that can be performed is dependent on the sample size of the data analysed, with twice N data samples enabling the breakdown of the signal into N discrete levels using the DWT.
The adaptability and power of the DWT can be meaningfully increased by using its generalised form, DWPA. Distinct from the DWT (which only decomposes the signal to its low frequency components), DWPA utilises both the low frequency components and the high frequency components.
[bookmark: _Toc18137589]2.2.6. Comparison of FFT and Wavelet transform
The literature in each category has been reviewed according to the key factors mentioned, and several researchers have studied the factors that have a significant impact on data traffic analysis and throughput time. FFT and wavelet have been chosen (see table 2-1).
Table 2-1: Comparison of Fourier transform and wavelet transform based on techniques and algorithms for predicting future events
	Fourier transform
	Wavelet transform

	Provides information on the behaviour of a function in the frequency domain only.
	Provides information on the behaviour of a function in both the frequency and time domains.

	Not useful for non-stationary signals.
	Excellent solution for non-stationary signals.

	Provides relevant information about different frequencies without being able to change the
Signal.
	Wavelet analysis solves signal cutting confusion by using a fully scalable modulated window.



Many network analysis methods and techniques have been reviewed in this chapter, and the Fourier transform analysis and the wavelet transform analysis have been chosen as the most useful for analysing LSBU network behaviour. The analysis of the raw data identified functionality in a harmonic frequency domain, as well as information about how the function behaves in the time domain. The chosen methods will also be able to determine all the frequencies present in a signal as well as the behaviour of non-stationary signals.
Data networks have many different level of occurrences, such as hourly, daily, weekly, monthly, quarterly and yearly. Therefore, the method of cutting the signal into slices in time has also been used to examine the frequency content of each slice in order to predict future trends.
[bookmark: _Toc18137590]2.2.7. Dynamic Neuro-Fuzzy local modelling system 
Prediction of future data network traffic condition is one of the major tasks in data network resource management because it allows the IT infrastructure to think ahead for decision making processes, understand network performance, reliability and security, as well as to identify potential problems. Nevertheless, the task of predicting future data network traffic condition is difficult due to the data network systems being dynamic with time varying system inputs and outputs, largely temporal variability, and commonly demonstrate non-linearity. For this reason, traditional statistical models of forecasting future data network traffic are often not suitable for representing dynamic network data systems.
Artificial intelligence (AI) modelling approaches based on machine learning algorithms, particularly artificial neural networks (ANNs) (Khandelwal et al., 2015, Tealab et al., 2017), fuzzy or Neuro fuzzy (Sánchez et al., 2007), and evolutionary computations (Jang, 1993, Sun, 1994) have recently attracted considerable attention in the type of time series data forecasting. AI modelling approaches, in general, are capable of ‘learning’ to remember, anticipate, and manipulate aspects of their virtual data network environment. The most popular AI modelling tool of recent years has been the ANNs. The ANNs such as a multilayer perceptron (MLP) system with the back prorogation learning algorithm (MLP-BP) have been successfully applied to the task of black box modelling in the traffic data classification (Rocha et al., 2011, Han et al., 2012) and prediction of real time traffic data (Shang et al., 2005, Feng et al., 2009, Bermeo et al., 2016). However, the main disadvantages of MLP-BP are that (1) they must be run again on the whole training data set when a new set of hydrological measurement data becomes available; (2) they show slow learning speeds due to their significantly higher computational complexity; (3) they are often plagued by convergence to poor local optima, which can be partially attributed to the lack of a stochastic component in the procedures used to update the weights; (4) a large amount of training data is always required offline.
(Aras and Kaynak, 2014) and (Dam and Deb, 2015) Takagi-Sugeno Fuzzy Model (TSFM) is extensively used in various real-time applications, especially in model-based control and model-based fault diagnosis. The research initially investigates the applicability of the dynamic Neuro-fuzzy local modelling system and model construction for LSBU raw data forecasting.
In addition, researchers have focused on data driven neuro fuzzy modelling system in recent times, combining fuzzy systems with learning algorithms of artificial neural networks. The information driven neuro fuzzy modelling systems are planned to overcome drawbacks of both fuzzy systems and ANNs. These systems produce flexible models, with understandable linguistic IF THEN fuzzy rules, which the organization can learn from empirical data without human participation.  Therefore, a number of different neuro fuzzy systems have been developed over the past 20 years and they have been found to show satisfactory results in some data network applications (Daneshmand et al., 2015, Drake, 2000, Kişi and Öztürk, 2007). The most well-known neuro fuzzy system is the adaptive neural fuzzy inference system (ANFIS) (Maybeck, 1982).
The purpose of this research is to arise, apply and produce better models to compare the accuracy of the predicted bandwidth data for a number of periods ahead such as one day, three days, one week, two weeks and one month. 
Also, investigate and compare the dynamic Neuro fuzzy local modelling system and multi-layer perceptron algorithms and both algorithms provide a high prediction.  
There are two different DNFLMS modes are developed online one pass, which are evolving clustering and the extended Kalman filtering algorithm for the DNFLMS and hybrid learning algorithm of extended Kalman filtering algorithm with a back propagation (BP) action algorithm trained to the estimated mean squared error (MSE) and number of data points defined by a nonlinear feature extraction technique.
It is demonstrated that the proposed DNFLMS shows superiority in terms of model accuracy when compared with an MLP BP model, and better public presentation in terms of model complexity using the DNFLMS with a nonlinear feature extraction technique.  In the last two decades, the data driven techniques of AI have received considerable attention from researchers in addressing significant dynamicity and the natural stochastic characteristics concealed in a hydrological database. Some characteristics of AI methods are suitable for solving reservoir inflow and evaporation modelling problems. Numerous AI based models have been broadly used, such as optimization algorithms, classification methods, as well as probability and statistical learning models (Maier and Dandy, 2000).
[bookmark: _Toc307509053][bookmark: _Toc316491808][bookmark: _Toc18137591]2.3. Summary
This section establishes an overview of network traffic, ANN analysis techniques including comparison models between MLP-BP and DNFLMS. Many network traffic and analysis techniques have been discussed including FFT and wavelet in global data traffic analysis and the data analysis techniques applied to various situations and tasks. In this research study, the experiments focused on thorough analysis, and the periods were measured on an hourly, daily, weekly, monthly, quarterly and yearly basis, due to the uniqueness of the educational data trends based on repetitive event such as clearing, enrolment, etc.…
For an organisation like LSBU, there are many tools that display logs and collect bandwidth raw data, but there is no real-time analytic tool that analyses these data thoroughly. Therefore, this research developed a software tool that not only analyses data traffic, but also predicts future trends in data traffic in order to help LSBU and similar organisation enhance its network performance. Such a tool will also propose recommendations for scalability and future upgrades. 
Also, the gap is to understand the trend of data traffic in such establishments - real time trend of data traffic. Nature of the data set is hardly to analysis in terms of dynamic variables in time, the stochastic nature. The current issue is most of the technology is based on offline and historical data. 






[bookmark: _Toc18137592]Chapter 3.  Analysis of network traffic data

Over here, presents the data capture and data analysis and the techniques include wavelet transforms, data capture and FFT data analysis tools. 
 
[bookmark: _Toc18137593]3.1. Introduction 
This chapter describes the research methodologies used in this research. The research work divided into two main parts: data capture and data analysis. 
The FFT has a limited frequency spectrum for converting analogue to digital, but, on the other hand, it is able to capture non-repetitive events and also analyse signal phase fast for short capturing time (which is the main benefit of FFT). This research identified events on the raw data such as maximum and minimum usage of the bandwidth by applying FFT to the time domain in order to get the frequency domain. On many occasions, the FFT operation is required to be real-time and fast, such as modern communications, medical diagnostics and earthquake monitor and so on (Proakis and Manolakis, 2006). Many research work based on FFT algorithm have been carried out in (Chen et al., 2013), (Guo et al., 2016). FFT processors with parallel structure operate faster than the serial ones (Zou et al., 2012), (El-Motaz et al., 2014). However, it consumes more hardware resources than the serial structure. Also identify the appropriate repetitive pattern for predicting, decomposing, denoising, and compressing the data for the future use of bandwidth, as wavelet allows complex information (such as music, speech, images and patterns) to be decomposed into elementary forms at different positions and scales and subsequently reconstructed with high precision. 
There are FFT architectures (Chen et al., 2008), which can handle multiple independent data streams. However, all the data streams are processed by a single FFT processor in (Chen et al., 2008) and (Chen et al., 2008). In (Yang et al., 2013), four independent data streams are processed one by one. Similarly, eight data streams are processed at two domains in (Chen et al., 2008). Thus, the outputs of multiple data streams are not available in parallel. In order to simultaneously process the data streams, more than one FFT processor need to be employed. In (Tang et al., 2012), one to four data streams are processed using multiple data paths for wireless local area network application. Data of different data streams are interleaved to process them simultaneously in (Boopal et al., 2013). Nevertheless, the architectures in (Chen et al., 2008), (Tang et al., 2012) do not have any specific bit reversal circuit.
In this work, FFT and wavelet are used to develop an analytic tool to examine LSBU’s real-time raw data. This analysis will allow LSBU to predict future trends in data traffic, help the organisation to enhance their network performance in the future, and develop recommendations for future upgrades. In addition, further improvement of the current software analysis tool requires the application of other machine learning algorithms and techniques (such as back propagation in neural networks and fuzzy neurons) in order to focus the performances of each technique to gain more accurate predictions.
[bookmark: _Toc18137594]3.2. Data capture
In order to capture the data, it was needed to acquire permission to access the LSBU network. This was easily acquired, as the author was working as a senior network engineer on the infrastructure team.
Once access was acquired, it was time to capture traffic data by enabling sFlow on the core of LSBU network (information and communication technology data centre at Southwark campus). There are many tools available to capture network traffic. At the bottom end of the market, there are tools such as Wireshark and network analyser; in the mid-range, there is the SolarWinds network-monitoring tool; and at the upper end of the market, the PRTG, which has been selected for this experiment.
PRTG network monitoring is a well-known tool introduced in 1997. It has the capability to monitor routers, switches, servers, hardware, software, operating systems, applications, virtualised environments, websites, email servers, databases, VoIP and QoS, IPSLA, logs, events, performance, NetFlow/internet protocol flow information export (IPFIX), sFlow, and jFlow, packet sniffing, SNMP, WMI, temperature, humidity and many more, using approximately 200 predefined sensor types. Over 150,000 IT administrators in more than 170 countries rely on PRTG and gain peace of mind, confidence, and convenience. It is convenient because it provides:
· Quick configuration
· Ease of use
· Comprehensive network monitoring
· Flexible alerting
· PRTG cluster failover solution
· Distributed monitoring
· Data publishing and maps
· Multilingual interface
· In-depth reporting
· High performance and security standards
· Support for customisation
· Data analysis
Data network traffic analysis has become crucial for managing network infrastructure. Operational efficiency is vital to keep costs low and the service level high. As a result of technology improvements and the high speeds of current networks, service providers are designing their applications or services with high network usage.
Network monitoring tools such as SNMP, sFlow and port utilisation are currently widely used to monitor and understand network traffic activities. The PRTG network monitoring tool is equipped with SNMP, sFlow and port utilisation in order to provide the necessary data that is then used to analyse the network.
Many vendors use sFlow protocol to collect IP traffic information. Today, sFlow has become an industry standard for traffic monitoring. This protocol exports network flow data from routing devices. The monitoring and analysis system based on this technology consists of:
· An sFlow sources or exporters, which may be one device that handles all the organisation’s flows and where all the information about network traffic is exported.
· An sFlow collector, which is a computer and software that collects and stores data from the agent device.
· An sFlow agent, which is one of the core switches that push data towards the sFlow collector.
· PRTG, which is software that analyses the collected data.
Network flow is defined as a sequence of packets that are transferred between two given endpoints within a certain time interval in packet switching networks. The endpoints and the packet are identified by IP addresses, as well as by transport layer port numbers.
sFlow represents a data source at a granularity level that is scalable for network and security analysis; thus, sFlow will be used as the main tool to analyse the network. An sFlow record, obtained from Extreme Networks’ BlackDiamond 10K Series (BD10K) switch, can contain a wide variety of information about traffic in a given network flow.
The sFlow analysis provides the results of network traffic from the two main links for LSBU for traffic modelling, traffic engineering, capacity planning and forecasting, and anomaly and attack detection. This analysis allows to find approximate average traffic on both core switches and their main link to the outside world.
In order to systematically manage a data network at any institution, it is apparent that procedures must be set in place to monitor, assess and analyse the flow of data, identifying the peak and off-peak times and any anomalies. This will result in the proactive management of a robust network. Internet measurement workgroup’s investigations have a profound effect through using sFlow and SNMP monitoring and analysis of the data network, particularly for determining changes and anomalies.
The Association for Computing Machinery’s (ACM’s) SIGMETRICS have applied wavelet methods to filter traffic flow and carried out various investigations such as network flow analysis and sFlow to collate and predict bandwidth, bottleneck and capacity for future expansion. Their work has also investigated firewall logs, intrusion detection and port scanning anomalies.
Other studies have been carried out investigating SNMP statistics and the methodology for network bandwidth expansion. The methodology investigates trends and changes that have an effect on providing good IP backbone prediction and upgrades to the backbone infrastructure. To monitor the network traffic thoroughly, this research has considered the following steps:
· Checking the traffic characteristics for one month
· Resource utilisation
· Evidence of congestion
· Traffic overhead
Figures 3-1, 3-2 and 3-3 show typical examples of 48-hour network traffic as well as one month at the King’s College link (connected via DC1) and the Imperial College link (connected via DC2), highlighting that the HTTP and HTTPs traffic take up most of the overall traffic. It is interesting to see the significant, but different, morning and evening effects in these two figures. It is also highly beneficial to identify the services per example VoIP, video conferencing, media streaming and sharing, which make up most of the bursting data traffic on the network and manage these activities or services in a controlled environment. Therefore, SNMP for network performance, port utilisation and security measurement may be beneficial since this network traffic is common in overloaded networks.
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[bookmark: _Toc16273893]Figure 3-1: Example sFlow of all traffic and highlighting HTTP and HTTPS traffic over 48-hour periods in DC1.
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[bookmark: _Toc16273894]Figure 3-2: Example sFlow of all traffic and highlighting HTTP and HTTPS traffic over 48-hour periods in DC2.

Figures 3-2 and 3-3 show the sFlow report for one-month HTTP and HTTPS traffic, gathered for the two gateways. The King’s College link, connected via DC1, shows strong day/night effects but no weekday/weekend effects. This is because it connects the student halls of residence network (RESNET) and the learning resources centre (LRC). The RESNET apparently generated the most traffic, while LRC opens till 24:00 daily; both operate during weekends. A further granular investigation has to be done to separate the two traffic flows. The Imperial College link is connected via DC2 and shows both day/night effects and weekday/weekend effects. This pattern ties in with business operating hours (09:00 till 17:00 on weekdays).
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[bookmark: _bookmark51][bookmark: _Toc16273895][image: ]Figure 3-3: One month of HTTP, HTTPS and total traffic (DC1 link)
[bookmark: _bookmark52]
[bookmark: _Toc16273896]Figure 3- 4: One month of HTTP, HTTPS and total traffic (DC2 link)

The HTTP port (80) is used more than the HTTPS (443) port. Per port analysis helped to interface the nature of the HTTP and HTTPS flows. Around 40% to 60% of the flow run on ports below 1024, including port network time protocol (NTP) (123), domain name system (DNS) (53), and IMAP (143). According to the port-based classifier, the top-used ports in terms of sFlow are normally used by peer-to-peer (P2P) applications, such as 6881 (BitTorrent), 6699 and 6257. Depending on the computer network, the listening ports are usually in the range of 3000 to 5000. Therefore, the analysis reveals that, beside HTTP and HTTPS, there are many other malicious ports available that could throttle our traffic.
[bookmark: _Toc18137595]3.3. FFT data analysis
To analyse the data traffic (applying FFT) and how to apply filters such as low-pass, high-pass, band-pass and notch filters to manipulate the frequency domain so as to remove any spikes and abnormal activity before bringing it back to a time domain in the plot. Figure 3-5 shows one-year total network traffic, and Figure 3-6 shows the corresponding FFT results expressed as raw data counts (Bin). The time interval of the data is Ts=1 (1 hour); therefore, sampling frequency is Fs=1/Ts, and total data length is L=8784.
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[bookmark: _Toc16273897]Figure 3 - 5: The plot of raw data in the time domain
[bookmark: _bookmark58][bookmark: _Toc16273898]Figure 36: The FFT results of the data in Figure 3-4







Mirror Image

          367 (daily traffic)

By applying the following formula to convert the Bin number into frequency. 
Frequency = (Bin number - corresponding Bin for DC value) * sampling frequency/Length
Thus, for example, if the Bin number 367 (the first significant peak), the calculation shows that it represents the daily data traffic.
Frequency = 
Similarly, it can also work out that Bin number 733 represents half-daily (12-hourly) traffic, 53 represents weekly traffic, and 13 represents monthly traffic.
Frequency = 
Frequency = 
Frequency = 


Then applying the inverse FFT or IFFT result to change the frequency domain to the time domain. The observation is that it results in an accurate calculation of the daily usage contribution.
With Bin values, the variation usage contributions are periodic. Similarly, on the right of the graph, one would start to see Bin values that represent half-day and hourly contributions. If on the left of the graph, one would see the weekly, monthly, quarterly, annually and, finally, the DC values.
[bookmark: _Toc18137596]3.3.1. MATLAB design and code
Within MATLAB, the program uses many existing FFT-related functions to analyse the network data and determine the amplitude, frequencies, phases or the sinusoid present within the data. Once identified that the sinusoids are already in the signal, then it can be verified that the FFT function is working correctly. The FFT function will generate complex values to represent both the magnitude and the phase of the sinusoid. 
In order to get the sinusoid in the signal, also need to plot the absolute value to get the magnitude spectrum in the flowchart). Firstly, load the raw data and apply the MATLAB function for FFT. After this, plot the time domain data and frequency domain data as a plot selection. Also converting the time domain to the frequency domain in order to verify hourly, daily, weekly and monthly patterns. Finally, proceed the filtering for low-pass, high-pass, band-pass and notch filters. This process makes the data more visually understandable for future predictions. Figure 3-7 describes each processing step in the program for the proposed admission control algorithms. Moreover, there are different scenarios with different steps in this project, which are related to the simulation. The simulation’s approach includes the simulation methodology, which demonstrates the simulation design including different algorithms.


[bookmark: _Toc16273899]Figure 3- 7: Flowchart of MATLAB code.
[bookmark: _Toc18137597]3.3.2. Graphical User Interface 
[image: ]A MATLAB GUI software dashboard has also been developed to enhance user friendliness; efficiency and simplicity (see Figure 3-8).
[bookmark: _Toc16273900]Figure 3-8: MATLAB GUI dashboard.
On the right of figure 3-7, there are various trends that can be isolated in the frequency domain and then converted back to the time domain.
 Then the filters that can be applied to the raw data in the frequency domain to filter out any noise and abnormalities. The three radio buttons in the window allow the user to look at the LSBU data in various domains. The first radio button (followed by a plot graph) gives the user the time domain, the second button (followed by the plot graph) gives the user the frequency domain, and the third button gives the user the frequencies involved and their magnitude.
[bookmark: _Toc18137598]3.3.3. Hourly, daily, weekly and monthly network traffic
Figures 3-9 to 3-12 show the network traffic following inverse FFT of the hourly, daily, weekly and monthly peaks of the FFT. The data shown in previous Figure 3-6 are in standard sinusoidal patterns, as they were reconstructed from a single FFT data peak. One can clearly see the differences among the figures in both amplitude and frequencies.
[bookmark: _Toc529805029][bookmark: _Toc529804709][bookmark: _Toc529804246][bookmark: _Toc529804048][bookmark: _Toc529803698][bookmark: _Toc529803358][bookmark: _Toc529803186][bookmark: _Toc528682774][image: ]
[bookmark: _Toc16273901]Figure 3-9: Hourly patterns.
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[bookmark: _Toc16273902]Figure 3-10: Daily network traffic patterns.
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[bookmark: _Toc16273903][image: ]Figure 3-11: Weekly network traffic patterns.
[bookmark: _Toc16273904]Figure 3-12: Monthly network traffic patterns.

Figure 3-13 shows the network traffic that follows a reverse FFT of all the hourly, daily, weekly and monthly peaks together in comparison with Figure 3-14. The results are becoming more interesting, as the 12 months and the 4 weeks of each month it can be clearly identified. From the zoomed-in first three-month data, can also be clearly identify days, and there is a strong weekday/weekend effect.

[image: ]
[bookmark: _Toc16273905][image: ]Figure 3-13: Total network traffic patterns.

[bookmark: _Toc16273906]Figure 3-14: One-year network traffic patterns of hourly, daily, weekly and monthly data and zoomed-in data of the first three months.



[bookmark: _Toc18137599]3.3.4. High-pass filter
A high-pass filter is used to let through all the high frequencies and cut off any lower frequencies. 
As an example, observing at Bin 367, which represents the daily contribution. If settled the high-pass filter to only allow high frequencies from Bin 367, the result will be a prediction of what will be daily and hourly usage over time, where have been eliminated the low frequencies that represent weekly, monthly and quarterly contributions.
[bookmark: _Toc16273907]Figure 3-15: High-pass filter process in the frequency domain.











  367 (daily traffic)
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[bookmark: _Toc16273908]Figure 3-16: a)-High-pass filter data traffic pattern in the time domain, in contrast to total data. b) - the plot of raw data in the time domain.
[bookmark: _bookmark57]
Figure 3-15 shows the high-pass filter process in the frequency domain, and Figure 3-16 shows the corresponding time domain data using inverse FFT. The results show that the daily and hourly usage is fairly constant, with slightly low usages in summer (August), and slightly high usages in March and May. For the university, this information is vital, as this shows the minimum required bandwidth on any given day.
[bookmark: _Toc18137600]3.3.5. Low-pass filter
A low-pass filter is one that passes signals with lower frequencies and cuts off higher frequencies. An example is shown in Figures 3-17 and 3-18. Bin 53 represents weekly contributions.[bookmark: _bookmark70][bookmark: _Toc16273909]Figure 3-17: Low-pass filter process in the frequency domain.

                   53 (weekly traffic)
Apparently, weekly and monthly data usages vary a lot throughout the year. This is quite different from previous used on the other section of this research daily and hourly data usage. By looking at the graph for an entire year, one can highlight bursts of usage that correspond to university events where activity is high e.g., backups, cloud synchronisation, and data centre synchronisation.
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[bookmark: _Toc16273910]Figure 3-18: a) - Low-pass filter data traffic pattern in the time domain, in contrast to total data. b) - the plot of raw data in the time domain.

Here, the observation is that, at a certain time, the usage is relatively high. This analysis can help examine unknown events or bursts of usage that would contribute to a bottleneck. Thus, these data can be used to spread usage more evenly to not cause DoS due to bandwidth issues.
[bookmark: _Toc18137601]3.3.6. Band-pass filter 
A band-pass filter is one device that passes frequencies within a certain range and rejects frequencies outside that range. Bin numbers 367 and 733 have been selected; these represent daily and 12-hourly traffic, and the process is realised as follows:
i. Create a matrix with all zeros
ii. Create a variable such as band pass = zeros (1: L)
iii. Select both Bin numbers with their mirror images 
Band pass (367:733) = fft(367:733) 
Band pass (7710:8419) = fft(7710:8419)
iv. Apply the FFT function
v. Finally, the FFT is inversed to give the accurate timing
This process will give an accurate picture of the analysis and foundation upon which the traffic has been analysed.
In order to thoroughly complete the investigation of network traffic, the following steps should be considered: check the traffic characteristics for band-pass filter, which allows daily and 12-hourly utilisation; and check for evidence of congestion and traffic overhead. An example is shown in figure 3-19 is the band-pass process in the frequency domain and figure 3-20 is the band-pass filter data traffic pattern in the time domain, in contrast to total data and the plot of raw data in the time domain.
Band-Pass
[bookmark: _Toc16273911]Figure 3-19: Band-pass process in the frequency domain.
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[bookmark: _Toc16273912]Figure 3-20: a) - Band-pass filter data traffic pattern in the time domain, in contrast to total data. b) - the plot of raw data in the time domain.

These data show business-as-usual activities, whether this usage is by staff or students. It can be seen how the activity peaks vary over the year. During March (assignment time), where is extra activity on the network; this corresponds to the end-of-term assignment hand-in and the Easter break soon after. It would be interesting to look at the monthly Bin to verify the extra activity also seen there.
[bookmark: _Toc18137602]3.3.7. Notch filter 
This is a filter that attenuates signals within a very narrow band of frequencies, i.e. the peaks that represent daily, weekly, monthly, etc. based on the above-mentioned calculation. In this process, the notch filter allows all traffic except the one we selected; therefore, investigate network traffic can be investigated thoroughly by excluding any period chosen. Daily utilisation was taken out and there is evidence of congestion and traffic overhead. An example is shown in figure 3-20 is the notch filter process in the frequency domain and figure 3-21 is the notch filter data traffic pattern in the time domain, in contrast to total data and the plot of raw data in the time domain.Passing traffic
Passing traffic
[bookmark: _bookmark76][bookmark: _Toc16273913]Figure 3-21: Notch filter process in the frequency domain.
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[bookmark: _Toc16273914]Figure 3-22: a) - Notch filter data traffic pattern in the time domain, in contrast to total data. b) - the plot of raw data in the time domain.

[bookmark: _Toc18137603]3.4. Wavelet data analysis
A wavelet is a small wave. The wavelet domain provides a natural setting for many applications involving real-world signals, including estimation (Donoho and Johnstone, 1995), detection (Chipman et al., 1997), classification (Lee et al., 1996), compression (Shapiro, 1993), prediction and filtering (Basseville et al., 1992), and synthesis (Flandrin, 1992). 
Wavelet data analysis is based on the wavelet transform, which has been used for numerous studies in geophysics, including tropical convection (Kim et al., 2004). The wavelet transform can be used to analyse time series that contain nonstationary power at different frequencies (Daubechies, 1990). Unlike traditional sin(t) or cos(t) waves that go from negative infinity to positive infinity, wavelets always begin at zero, increases, and then decreases back to zero. Many types of wavelets exist, most of which are used for orthogonal wavelet analysis (Lindsay et al., 1996), (Mak, 1995), which is purposefully crafted to have specific properties that make them useful for signal processing. Figure 3-23 shows some examples of commonly used wavelets. Wavelet transform is the convolution of time sequence data and wavelets, and can be generally expressed as:

Where, the scale (a > 0), b is the translational value, t is the time, f (t) is the data, and ψ (t) is the wavelet function, and the * is the complex conjugate symbol. Wavelet transform can be generally divided into discrete wavelet transform (DWT) and continuous wavelet transform (CWT).
The DWT is an implementation of the wavelet transform using a discrete set of the wavelet scales. DWT decomposes the signal into mutually orthogonal set of wavelets, which is the main difference from the CWT. DWT can be used for wavelet decomposition and easy and fast denoising of a noisy signal.
CWT is an implementation of the wavelet transform using arbitrary scales and almost arbitrary wavelets. The wavelets used are not orthogonal and the data obtained by this transform are highly correlated. To approximate the continuous wavelet transform, the convolution should be done N times for each scale, where N is the number of points in the time series (Kaiser, 1994). The wavelet transform is similar to the Fourier transform, but unlike Fourier transform (which is localised only in the frequency space), the wavelet transform localised in both the time space and the frequency space, see Figure 3-24. CWT allows users to have variable resolutions, i.e. either high precision in time and low precision in frequency, or high precision in frequency and low precision in time. Although windowed, transform, such as short-time Fourier transform (STFT), which is also capable to create a local frequency analysis, the drawback of STFT is that the window size is fixed.
In this case, the wavelet transform is used for data decomposition, data denoising and time dependent frequency components analysis by using continuous wavelet transform (CWT).
[image: ]    
[bookmark: _Toc16273915]                               Figure 3-23: Examples of different types of wavelets.
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[bookmark: _Toc16273916]Figure 3-24: Continuous wavelet transform.



[bookmark: _Toc18137604]3.4.1. Results and discussions
This section describes and reviews the wavelets results and algorithms. 
3.4.1.1. Network traffic data 2D and 3D analysis 
Figure 3-25 shows the LSBU 1-year total network traffic data, recorded at 1 h interval, in 3D format (top) and 2D format (bottom), where X axis represents the time of the day, from 01:00 to 24:00, and Y axis represents the day of the year, from 1 to 365, and Z axis represents the total traffic in Gbits per second. The data was recorded at 1 h interval for a period of 1 year, November 2016 to November 2017. By presenting the network traffic data in 2D and 3D formation, one can better understand the network usage and characterisations.
The results show that the total network traffic varies from season to season throughout the year, and varies from time to time throughout the day. By understanding the total network traffic pattern, better can be devised for the network operations, optimise the network usage, and identify potentially suspicious traffics.
Figure 3-26 shows the LSBU one year WWW traffic data in 3D format (top) and the corresponding 2D presentation (bottom). The results show that WWW traffic is highly seasonal. It has a strong weekday and weekend effect; this agrees well with previous studies in this work. It also has a strong effect of Christmas, Easter and summer holiday periods. The WWW traffic data varies significantly within a day, with the highest between 10:00 am and 19:00 pm, and lowest between 06:00 am and 09:00 am, not at the midnight. In addition, there seems more traffic during the autumn semester (September–January) than spring semester (February–June).
Figure 3-27 shows the 1-year Email traffic data in 3D format (top) and the corresponding 2D format (bottom). Similar to the WWW data, the Email data also shows weekday and weekend effect, as well as seasonal effect. However, different from the WWW data, of the Email traffic was between 09:00 am and 18:00 pm, there is very little traffic in the evening and early in the morning. Therefore, in these periods, people browsed the web but did not send many emails. The massive peak at the middle of the graph is due to the Email upgrade, where many emails have been sent and received. 
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[bookmark: _Toc16273917]Figure 3-25: The 3D presentation (top) and the corresponding 2D presentation (bottom) of 1-year total network data in a daily usage pattern (Nov 2016–Nov 2017).
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[bookmark: _Toc16273918]Figure 3-26: The 3D presentation (top) and the corresponding 2D presentation (bottom) of 1-year WWW traffic data in a daily usage pattern (Nov 2016–Nov 2017).
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[bookmark: _Toc16273919]Figure 3-27: The 3D presentation (top) and the corresponding 2D presentation (bottom) of 1-year Email data in a daily usage pattern (Nov 2016–Nov 2017).

[bookmark: _Toc529877212]3.4.1.2. Network traffic data and Fourier transform
Figure 3-28 shows the original 1-year LSBU total network traffic data (top) and the corresponding Fourier transforms (bottom). Figure 3-29 shows the original 1-year LSBU WWW data (top) and the corresponding Fourier transforms (bottom). Figure 3-30 shows the original one-year LSBU Email data (top) and the corresponding Fourier transforms (bottom).
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[bookmark: _Toc16273920]Figure 3-28: The original one year total network traffic data (top) and its corresponding FFT spectrum (bottom) (Nov 2016–Nov 2017).
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[bookmark: _Toc16273921]Figure 3-29: The original one year WWW data (top) and its corresponding FFT spectrum (bottom) (Nov 2016–Nov 2017).
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[bookmark: _Toc16273922]Figure 3-30: The original LSBU one year Email data (top, Nov 2016 – Nov 2017) and its corresponding FFT spectrum (bottom).
The total network traffic data, the WWW data, and the Email data, have completely different patterns, and therefore different FFT spectra. With the total network traffic data, there are many small peaks throughout the FFT spectrum, indicating there are repeatedly happened events. However, with the WWW data and Email, the FFT peaks mainly occur at lower frequency range. However, with FFT, it is not possible to identify when these events happened.
3.4.1.3. Wavelet decompositionChristmas                          Easter                        Summer 

Wavelet decomposition is a powerful tool that can decompose the original network traffic into low frequency component (A) and high frequency component (D). The low frequency component (A) is also called approximation coefficient, and the high frequency component (D) is called detail coefficient. By performing decomposition several times, multilevel wave decomposition is observed, see Figure 3-31. The multilevel wavelet decomposition allows to gradually separate and to eliminate high frequency components, which is mostly noise. Through wavelet decomposition reduce the data noise can be reduced, and therefore the data trend observed better.
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[bookmark: _Toc16273923]Figure 3-31: Multilevel wavelet decomposition, where approximation coefficient A is the low frequency component and detail coefficient D is the high frequency component.

Figure 3-32 shows the level 4 wavelet decomposition of the WWW network traffic data using the “sym4” wavelet (see Figure 3-23). The results show that the low frequency component (A4) reflects better the trend of the network traffic data, where the high frequency component (D4) reflects more about the traffic noise. 
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[bookmark: _Toc16273924]Figure 3-32: One-year WWW data in an hourly usage pattern (top, Nov 2016–Nov 2017), the corresponding level 4 low frequency component (A4) (middle) and level 4 high frequency component (D4) (bottom).
3.4.1.4. Wavelet denoising
Based on wavelet decomposition, a very useful feature of wavelet analysis is denoising, which is very useful for noisy data. The steps are as follows. First, choose a wavelet and a level of decomposition N, and then compute the wavelet decompositions of the data at levels 1 to N. For each level, a threshold is selected and the threshold applied to the detail coefficients (D). Finally, compute wavelet reconstructions using the original approximation coefficients (A) of level N and the modified detail coefficients (D) of levels 1 to N.
Figure 3-33 shows the one-year total network traffic data in an hourly usage pattern (Nov 2016–Nov 2017) and the corresponding denoised results. In this case, the level of decomposition was chosen as N=3. The denoising of the WWW data and Email also yields similar results.
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[bookmark: _Toc16273925]Figure 3-33: One-year total network traffic data in an hourly usage pattern (Nov 2016–Nov 2017) and the corresponding denoised results.

The quality of the denoised results is good. The trends of the original network traffic data are well preserved. To select the right wavelet and right level of decomposition is very important so that we can achieve maximum denoising is achieved and useful information is preserved.
3.4.1.5. Wavelet compression
Based on wavelet decomposition, another useful wavelet analysis feature is data compression, which is very useful for a large amount of data. This process is similar to denoising and contains the following three steps. First, choose a wavelet and a level N, then compute the wavelet decomposition of the data at level N. Second, select a threshold for each level from 1 to N, and apply it to the detail coefficients (D). Third, compute wavelet reconstruction using the original approximation coefficients (A) of level N and the modified detail coefficients (D) of levels from 1 to N. The calculation showed that compress the network traffic data down to 1% and still preserve reasonably well the data pattern. 
3.4.1.6. Wavelet clustering 
With wavelet data analysis, it is also possible to perform data clustering e.g. to separate the network traffic into different categories. Calculation showed that separate network traffic data into different clusters, such as weekday data, weekend data, and different seasonal data etc. However, the performance is not stable. Work is in progress to develop a more reliable technique to classify the network traffics using wavelet clustering.
3.4.1.7. Continuous wavelet transforms
With CWT, one can analyse the data and show how the frequency content of the data changes over time. This time dependent frequency varying information, which is lacking in other techniques, such as FFT, is very useful for network traffic analysis.
Figure 3-34 shows the CWT results of the original one year total traffic data. The X axix is time of one year, and the Y axis is frequency. Table 3-1 shows the frequencies in Hz of hourly, daily, weekly, two weekly, monthly and quarterly events. 
Using these frequencies and then identify the corresponding hourly, daily, weekly, two weekly, monthly and quarterly events in Figure 3-34. The hot spot at the lower left corner is when the system is upgraded. By using CWT, it can easily identify the event which is otherwise difficult to identify in the original time domain.
Table 3-1: The pseudo frequencies (Hz) of different events.
	Time
	Pseudo Frequency (Hz)

	Hourly
	2.78E-04

	Quarter daily
	1.39E-04

	Half daily
	2.31E-05

	Daily
	1.16E-05

	Weekly
	1.65E-06

	Two weekly
	8.27E-07

	Monthly
	3.86E-07

	Quarterly
	1.29E-07
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[bookmark: _Toc16273926]Figure 3-34: The CWT time-frequency 2D results of the 1-year total network traffic data (Nov 2016–Nov 2017). The hot spot at the lower left corner is the when the system is upgraded.
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[bookmark: _Toc16273927]Figure 3-35: The CWT time-frequency 2D results of the one-year WWW data (Nov 2016–Nov 2017).

Figure 3-35 shows the CWT results of the WWW traffic data. The results show that half daily and daily events happen throughout the year. They are highly seasonal, as can clearly identify the summer, Christmas, and Easter gaps, due to the uniqueness of the LSBU data trends as an educational institution, which has different events such as clearing, enrollment, starting & end of the study term, etc.… 
The half daily and daily events also show clear day and night effects, as well as weekday and weekend effect, while weekly, two weekly and monthly events are patchy, with no seasonal effects.  Figure 3-36 shows the CWT results of the Email traffic data using the same wavelet and same parameters. The results show that hourly event and quarter daily events happen throughout the year. The Christmas gap is obvious whilst the summer and the Easter gaps are not.
They also show clear weekday and weekend effects. The half-daily, daily and weekly events are very patchy, with no seasonal effects. This kind of time-frequency results can help to understand the traffic characteristics better.
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[bookmark: _Toc16273928]Figure 3-36: The CWT time-frequency 2D results of the 1-year Email data (Nov 2016–Nov 2017).


















[bookmark: _Toc18137605]3.5. Summary
This chapter has described the methodologies for data capture and data analysis. This work presents the latest study using a wavelet transform technique for analysing the educational network traffic data. The 2D and 3D presentation network traffic data, i.e. traffic in 24 h and 365 days, it helps to understand better the network traffic pattern as well as perform network traffic data decomposition and data denoising.  And it can analyse the data and show how the frequency content of the data changes over time. The CWT analysis shows different characteristics of total traffic data, WWW data and Email data. This time-dependent frequency varying information, which is lacking in other techniques, such as FFT, is very useful for network traffic analysis. 
By using CWT, the simplification of identifying the event, which is otherwise difficult to identify in the original time domain. In data capture, the PRTG network-monitoring tool used to monitor and capture the real-time raw data. In data analysis, MATLAB is the main tool used, and the focus is on FFT and wavelet to develop an analytic tool that can be useful for a large organisation (such as LSBU) to predict their future trends based on real-time data analysis. More details, results and discussions are available in the next chapter. Based on this analysis, the system was simulated using wavelet techniques (the program being MATLAB) to analyse the network data and determine the amplitude, frequencies, phases or the sinusoid present within the data. The results presented in the forms of time domain data and frequency as a plot selection. The behaviour of the algorithm and graphs discussed, and logical arguments presented (which enable a better performance evolution of the proposed algorithm).










[bookmark: _Toc18137606]Chapter 4.  Nonlinear data traffic modulation

		This chapter focuses on time series network traffic analysis and prediction. The first part of this chapter presents introduction into time series network traffic analysis followed by review of research into linear prediction for time series data. The third section of this chapter presents the methodology including linear regression analysis and prediction data analysis followed by description of the NARX model design and code. The chapter also include the LSBU data neural network prediction results covering a number of elements, such as: linear regression, sliding windows and adapting offline nonlinear autoregressive exogenous model (NARX) based on the Levenberg-Marquardt backpropagation algorithm.  


[bookmark: _Toc18137607]4.1. Introduction 
	Prediction of time series network traffic analysis is important for many decision-making processes, also to understand network performance, reliability and security, as well as to identify potential problems.  This is a standard process, as highlighted in chapter 2, with many previous researchers carrying studies on time series analysis, machine learning, neural networks, Fast Fourier transforms (FFT) wavelets, Continuous wavelet transform (CWT), fuzzy set, chaos theory for that purpose to deal with the different characteristics of time series.  Furthermore, artificial neural network (ANN) is an excellent tool for machine learning in terms of performance, classification and regression problems, and is very useful for time series and forecasting. Neural network techniques have been used comprehensively in many organisational applications such as financial, economic, energy systems, media (weather) to predict and forecast their time series information. This chapter presents the fundamental principles of neural network modelling and illustrates some of the most commonly used neural network architectures for practical problem solving.
With network traffic analysis, network security staff would be able to identify any malicious or suspicious packets within the traffic, whilst network administrators could monitor the download/upload speeds, throughput etc., and therefore to have a sounder understanding of web operations. 
Many techniques have been used in the network data traffic analysis and the NN, has been applied for prediction, as easily as to identify the presence of anomalies.
NN have proven to be a very effective tool to produce predictive models that are widely used in applications such as healthcare, image classification, finance, and so on. The accuracy of these models gets better as the amount of training data increases (Zhu et al., 2016). Large amounts of training data can be obtained by pooling in data from multiple contributors, but this data is sensitive and cannot be revealed due to compliance requirements (Act, 1996), (Bu-Pasha et al., 2016) or proprietary reasons. To enable training of NN models with good accuracy, it is highly desirable to be able to securely train over data from multiple contributors such that plaintext data is kept hidden from the training entities.
Training a feed-forward neural network (FNN) is an optimization problem over continuous space. Classification is one of the most recurrently encountered decision making tasks of pattern recognition. A classification problem occurs when an object needs to be assigned to a predefined class (group) in the decision space based on a number of features (attributes) from feature space (Zhang, 2000). In classification, first the network is trained on a set of paired data to evolve a set of connection weights and second, then the network is ready to test a new set of data (Kotsiantis et al., 2007). The most widely used locally optimized training algorithm to estimate the values of the weights is the back-propagation (BP) algorithm (Rumelhart et al., 1986), based on the principle of gradient descent technique. Despite of its popularity, back-propagation algorithm has drawback of slow error convergence rate and being trapped at local minima. Many researchers have introduced different evolutionary algorithms to globally optimize the neural networks weights in order to avoid the local minima that so often appear in BP algorithm for non-linearly separable complex problems. Montana and Davis (Montana and Davis, 1989) showed how any neural network can be rewritten as a type of genetic algorithm. Whitley (Whitley, 1988) attempted successfully to train feedforward neural networks using genetic algorithms. Sexton et al(1999) compared backpropagation with simulated annealing  and genetic algorithm (Gupta and Sexton, 1999) for neural networks training. (Whitley et al., 1990) and (Yao, 1999) gave a new dimension to neural networks called evolving artificial neural networks. (Schaffer et al., 1992) wrote a survey on combinations of genetic algorithms and neural networks. (Sarangi et al., 2012). (Nandy et al., 2012) proposed a hybrid method for back propagation neural network training using artificial bee colony algorithm to obtain faster and improved convergence. In this work, also proposed a simple hybrid training algorithm by combining artificial bee colony algorithm with back-propagation to optimize the connection weights of the MLP based learning to find near-optimal solutions globally from search space without computing gradient information for few generations. 
ANN forecasting has been compared with an autoregressive integrated moving average with exogenous variables (ARIMAX) model to predict the future (Bermeo et al., 2016), this mainly limited use in ANN for capturing the first-order non-stationarity in a time series data. 
Recurrent neural networks, RNN model has been evaluating the performance to identify and forecast in order to discover the presence of anomalies (Guo et al., 2016).
Different forecasting models to capture different aspects of the data available for prediction. Bates and Granger showed that a linear combination of forecasts would give a smaller error variance than any of the individual methods (BATES and Granger, 1969a). The basic idea of the model combination in forecasting is to use each models unique feature to capture different patterns in the data. With the ensemble model, the problem of model selection can be eased with little additional exertion. In summation, the ensemble method has potential to produce stable forecasts and less potential to make catastrophic predictions than any single network used in isolation (Zhang and Berardi, 2001). Combining several models to improve the forecasting accuracy has been extensively analysed in the traditional forecasting literature. The question is how to combine these different forecasts into a single forecast, which is assumed a more accurate forecast. A simple approach to combining network outputs is to simply average them together. The NNE provides a prediction based on the norm of the MLPNN, RNN and RBFNN outputs (Chaouachi et al., 2009).  
A model based on the simple average of neural networks, Gaussian process regression, and linear models for the NN5 time series forecasting competition (Andrawis et al., 2011).
Recently, several mathematical programming approaches have been proposed to determine the weights in combined forecasts. Several types of objectives concerning accuracy to be used in forecast combinations (Reeves and Lawrence, 1991) and considered to minimize mean absolute percentage error and the maximum absolute percentage error independently (Lam et al., 2001). However, most previous focus on minimizing squared errors or absolute errors, they should be considered at the same time. 
An ensemble-forecasting model integrating ARIMA with ANN based on combined objectives, the combined objectives are composed of sum squares errors (SSE) and MAXAE, the MAXAE achieved by an ensemble model based on minimizing SSE, and then 0.618 criteria are used in deciding the weight of two objectives. This method is examined by using the data of Canadian Lynx data series. The empirical results show that the prediction using the proposed ensemble model is generally safer than other examples introduced in this field in terms of the same evaluation measurements. 
[bookmark: _Toc18137608]4.2. Linear prediction 
The main focus for analysing the data using linear regression for time series data is to predict the future, as it is very simple technique compare with non-linear in relation to their parameters and determination of the estimated statistical result. This section describes and reviews linear regression analysis used in time series.
Historically, linear prediction theory can be traced back to the 1941 work of Kolmogorov, who considered the problem of extrapolation of discrete time random processes. Other early pioneers are (Levinson, 1949), (Weiner and Extrapolation, 1949), and (Wiener and Masani, 1958), who showed how to extend the ideas for the case of multivariate processes. One of Levinson’s contributions, which for some reason he regarded as ‘‘mathematically trivial,’’ is still in wide use today (Levinson’s recursion). For a very detailed scholarly review of the history of statistical filtering, the reader is referred to the classic article by (Kailath, 1974), wherein the history of linear estimation is traced back to its very roots.
An influential early tutorial is the article by (Makhoul, 1975), which reviews the mathematics of linear prediction, Levinson’s recursion, and so forth and makes the connection to spectrum estimation and the representation of speech signals. The connection to power spectrum estimation is studied in great detail in a number of early articles (Kay and Marple, 1981);    (Kay and Marple, 1981); (Marple and Marple, 1987); (Steven, 1988)]. Connections to maximum entropy and spectrum estimation techniques can be found in Kay and Marple (1981), (Papoulis, 1981), and (Robinson, 1982). Articles that show the connection to direction of arrival and array processing include (Schmidt, 1986), (Kumaresan and Tufts, 1983), and (Paulraj et al., 1986). Pioneering work that explored the application in speech coding includes the work of (Atal and Schroeder, 1970) and that of (Itakura, 1970). Other excellent references for this are (Makhoul, 1975), (Rabiner and Schafer, 1978), (Jayant and Noll, 1984), (Proakis et al., 1993), and (Schroeder, 1999). Applications of multivariable models can be found even in the early image processing literature e.g. see (Chellappa and Kashyap, 1985). The connection to lattice structures was studied by (Gray and Markel, 1973) and (Makhoul, 1977), and their applications in adaptive filtering and channel equalization were studied by a number of authors e.g. (Satorius and Alexander, 1979). This application can be found in a number of books e.g. (Haykin, 1996); (Sayed, 2003). All-pass lattice structures that arise in digital filter theory are explained in detail in standard signal processing texts ((Vaidyanathan, 1993); (Proakis and Manolakis, 1992); (Oppenheim, 1999); (Mitra and Kuo, 2006); (Ramachandran and Antoniou, 2006). Although the history of linear prediction can be traced back to the 1940s, it still finds new applications. This is the beauty of any solid mathematical theory. An example is the application of the vector version of linear prediction theory in blind identification of noisy finite impulse response (FIR) channels ((Gorokhov and Loubaton, 1999); (López-Valcarce and Dasgupta, 2001).
Many signal processing books include good discussion of linear prediction theory, for example, (Markel and Gray, 1976), (Rabiner and Schafer, 1978), (Therrien, 1992), (Deller et al., 2000), (Anderson and Moore, 1979), (Kailath et al., 2000), (Haykin, 1996); (Sayed, 2003). The book by (Strobach, 1990) is dedicated to an extensive discussion of linear prediction, and so is the early book by (Markel and Gray, 1976), which also discusses application to speech. The book by (Therrien, 1992) not only has a nice chapter on linear prediction, it also explains the applications in spectrum estimation extensively. Another excellent book is the one by (Kailath et al., 2000), which focuses on the larger topic of linear estimation. Connections to array processing are also covered by (Therrien, 1992) and (Van Trees, 2002).
[bookmark: _Toc18137609]4.3. Methodology 
For this research, the LSBU network traffic was first captured using the Paessler Router Traffic Grapher (PRTG) network monitoring tool. The captured data included WWW, FTP/P2P, mail, remote connection and total data recorded every hour through the gateway both inbound and outbound data. The total traffic data was chosen for the sample analysis and used to evaluate the efficiency of the entire infrastructure.   This data was then processed in Matlab using linear regression analysis as first step based on sliding window smoothing of daily, weekly and monthly smoothing of points, see Figure 4-4. This window averages the data points, and then slides one spot, and again takes an average. This sliding effect is repeated until all the data have been traversed. It important to highlight that this process is useful for small scale data analysis. Hence, the author decided to carry out data analysis based on the NARX model. The NARX model is one of the recurrent artificial neural network models, which is a powerful class of model for time series prediction. It learns the behaviour of a system in a more effective way than other neural networks (i.e., the learning gradient algorithm is better in NARX) and also converges much faster and generalizes better than other networks (Lin et al., 1996).  Furthermore, according to (Mostaghel, 1999), hysteretic behaviour of passive control systems are more suitable to be modelled by the NARX model as Hysteretic systems have memory and the resisting force depends on both instantaneous deformation and past history of the deformation. 
(Chen et al., 1990) and (Leontaritis and Billings, 1985) sated that the NARX model is not only commonly applied in forecasting the time series cases but also important for the control of dynamical systems. It has been demonstrated that they are capable to mimic the behaviours of nonlinear dynamic systems and particularly useful for time series modelling. 
The structure of the NARX model is similar to the traditional multi-layered perceptron (MLP) model. Among the various ANN models, the MLP model is one of the most widely used for forecasting due to its simple and flexible nature (Carbonell et al., 1983). Both MLP model and NARX model consist of an input layer, a hidden layer and an output layer but the NARX model feeds the time history of the output signal to the input layer as part of the inputs. The current input signal together with its time history acts as the other part of the inputs to the model. The number of output neurons equals to the number of output variables of the problem to be solved. The number of hidden neurons is required to be determined by the user. 
The general flow chart of the NARX model is shown in Figure 4-1. For this case, the output of the NARX model is the induced shear force across the dampers and the inputs of the NARX model is the time histories of the forced displacement and the induced shear force across the damper. Similar to the MLP model, each neuron has a bias input. The activation functions of the neurons in the input and output layers are linear while that of all hidden neurons is sigmoid function. Once the number of hidden neurons is determined, the total number of the weighting factors between each neuron can also be found. For the learning process, the Levenberg-Marquardt algorithm is adopted in this experiment due to the fast convergence properties.
[bookmark: _Toc18137610]4.3.1. Linear regression analysis and prediction 
For the one-year the total traffic data, one can use sliding window smoothing to reduce its noise as an initial step of linear analysis before moving to an offline modulation based on NARX with historical data.  The linear regression has been used for a small scale of analysis, such unweighted sliding-average smoothing. The research later carried out further analysis on the larger scale of the data using NARX based on offline historic modulation in the next section. 
 Figure 4-2 shows the results of 25 point smoothing, which is roughly equivalent of one day's data, 163 points smoothing, which is roughly equivalent of one week's data, and 732 points smoothing, which is roughly equivalent of one month's data. Clearing sliding window smoothing can effectively reduce the noises and spikes, but keep the trend on. In this section, going to use weekly smoothing data for linear regression. Figure 4-3 shows the original weekly smoothing data and the corresponding linear least squares regression trend line. The analysis results show that the total network traffic is steadily increased over the year. By extracting the weekly smoothing data pattern from the trend line, super impose the pattern in the extended trend line to get the prediction of network traffic in the coming year, as shown the red line in Figure 4-4.  
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[bookmark: _Toc16273930][image: ]Figure 4-1:  Sliding Window Smoothing.

[bookmark: _Toc16273931]Figure 4-2: Original data (weekly smoothing data) and linear least squares.
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[bookmark: _Toc16273932]Figure 4-3: Original data (weekly smoothing data), linear least squares regression trend, and predicted 2017 traffic data.
[bookmark: _Toc18137611]4.3.2. Nonlinear model design and code
The program used the latest technique for analysing and predicting the future trends on LSBU’s network data, based on NARX based on Levenberg-Marquardt backpropagation algorithm to solve an autoregression problem with external input with NARX neural network is proposed in (Guo et al. 2016). NARX predict time series y(t) given p past values of series y and another external series x(t).  The following NARX equation shows the time series prediction behaviour.    
y(t)=h(x(t-1),x(t-2),…,x(t-k),y(t-1),y(t-2),…,y(t-p))+ ∈(t)       	(4.1)
The program will normalise the attributes to reach the target accuracy by dividing the entries into 90-10 percent ratio for training and testing also training parameters such as training function, learning rate etc.  Then generate the date for a number of days ahead for predicting the output by using the previously trained neural network with the ahead number of days for 24 hours. 
The results of the analysis will provide the accuracy of the prediction techniques with less computation.  
Also, plotting the predicted data usage in its current and future states, as well as visualise the hourly, daily, weekly, monthly, and quarterly activities.
Figure 4-1 describes each processing step in the program for the proposed admission control algorithm. Moreover, there are different scenarios with different steps in this project, which are related to the simulation. The simulation’s approach includes the simulation methodology, which demonstrates the simulation design including different algorithms. 


[bookmark: _Toc16273929]Figure 4-4: Flowchart of MATLAB code.

[bookmark: _Toc18137612]4.4. Nonlinear model results
In this case, recorded over two years of WWW traffic data from the 1st of January 2016 to the 1st of February 2018. Within this data, exactly two years of data, from the 1st of January 2016 to the 1st of January 2018, has been selected for training and testing the neural networks. Predict the network traffic for the period between the 1st of January 2018 to the 1st of February 2018. The predicted traffic will be then compared with the real traffic during this period. Figure 4-5 shows the two years total WWW traffic data, from the 1st of January 2016 to the 1st of January 2018. The data was recorded at a rate of once per hour. Figure 4-6 shows the randomly selected 70% of the total WWW traffic data, used for training the neural networks. Figure 4-7 shows the randomly selected 30% of the total WWW traffic data, used for testing the neural networks. This 30% includes a 15% validation ratio and another 15% testing ratio.
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[bookmark: _Toc16273933]Figure 4-5:  Total WWW traffic from 1st Jan 2016 to 1st Jan 2018.
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[bookmark: _Toc16273934] Figure 4-6: 70% of the total WWW traffic used for training.
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[bookmark: _Toc16273935]Figure 4-7: 30% of the total WWW traffic used for testing.
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[bookmark: _Toc16273936]Figure 4-8: Add the time series response plot, something similar to above.
Figure 4-8 shows the one week predicted WWW traffic from 1st Jan 2018 to 8th Jan 2018. The predicted traffic data can clearly show the day and night effect over the week Figure 4-9 and Figure 4-10 show the regression plot of one week predicted traffic data, which can prove the accuracy of the model by showing how close the output is to the actual values. 
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[bookmark: _Toc16273937]Figure 4-9: One-week predicted WWW traffic from 1st Jan 2018 to 8th Jan 2018.
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[bookmark: _Toc16273938]Figure 4-10: Regression plot of one week.

Figure 4-11 shows the four weeks predicted WWW traffic from 1st Jan 2018 to 29th Jan 2018. The predicted traffic data shows that in the first week, total traffic is relative low; this is likely because university is still within the three weeks Christmas and New Year break. In the second week, traffic starts to pick, as the university re-openS again. In the third and fourth week, the traffic reaches maximum, which not only show the day and night effect, but also the weekday and weekend effect. Figure 4-12 shows the regression plot of four week predicted traffic data, which can prove the accuracy of the model by showing how close the output is to the actual values. 
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[bookmark: _Toc16273939]Figure 4-11: Four weeks predicted WWW traffic from 1st Jan 2018 – 29th Jan 2018.
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[bookmark: _Toc16273940]Figure 4-12: Regression plot of four weeks.

[bookmark: _Toc18137613]4.5. Summary
Linear prediction is an autocorrelation domain analysis and it can be approached from either the time or the frequency domain. Prediction precision shows the efficiency of the proposed method according to the experimental results. 
A NARX based on the Levenberg-Marquardt backpropagation algorithm for time series network traffic analysis has been developed. This research has implemented the methodology by developing a neural network model to predict the future trends of the LSBU bandwidth data traffic. It helped reasonably predict what traffic could be similar, given anomalies and outcomes. It has also proven that applying NARX neural network can identify fundamental network usage and provide more accuracy on the prediction.
Furthermore, the prediction allowed to focus on specific time in order to analyse the actual readings taken from the tool. This will allow to predict user-driven network usage much more accurately in the future, as an efficient and effective way for decision-making process. The result shows that NARX neural network is a good method for predicting time series data.


[bookmark: _Toc18137614]Chapter 5.   Dynamic neuro-fuzzy local modelling system



This chapter is an introduction to the Neuro-fuzzy modelling prediction based on Dynamic Neuro-fuzzy local modelling system (DNFLMS) technique. It gives an overview of the algorithms and differences between DNFLMS and multi-layer perceptron (MLP) model trained using the back-propagation learning algorithm (MLP-BP).





[bookmark: _Toc18137615]5.1. Introduction 
Neuro Fuzzy systems combine the advantages of two complementary techniques. Fuzzy systems provide a good representation of knowledge. The integration of neural networks within these systems improves their performance through the ability to learn neural networks. Conversely, the injection of fuzzy rules into neural networks, which are often critical for their lack of readability, clarifies the meaning of the network parameters and facilitates their initialization, which represents a considerable saving of time for their identification. 
LSBU historic raw data has been used starting from 21st May 2015 to the 1st October 2017, to develop five models based on one-day ahead, three days ahead, seven days ahead, fourteen days ahead and thirty days ahead predictive inference model using MLP-BP as well DNFLMS and distinguishing the results between them.
Many types of neuro-fuzzy systems have been defined and developed in recent years, far from being uniform, and sometimes equivocal and confusing. In order to clarify the definitions, a brief presentation of some types of neuro fuzzy systems and a more detailed presentation of ANFIS are given. The neuro fuzzy system refers to how to apply various learning techniques to develop neuron network literature to fuzzy inference systems.
Adaptive networks: an adaptive network is a network structure whose global input-output behavior is determined by the values of the editable parameter collection. More specifically, the configuration of an adaptive network consists of sets of nodes connected by oriented links, where each node is a unitary process that performs a static function on its input signals to generate a single signal at the output of node and each node specifies the direction of signal flow from one node to another. Usually a node function is parameterised with modifiable parameters; by changing the node function in addition to the overall behaviour of the additive network.
Some types of neuro fuzzy combination: There are several types to combine neural networks and fuzzy systems. These types can be classified into functional and structural, depending on their architecture and the search configuration between the fuzzy inference system and the neural network. 
Cooperative and concurrent neuro-fuzzy systems: a cooperative neuro fuzzy system can be considered a pre-processor where the artificial neural network (ANN) learning mechanism determines the fuzzy inference system (SIF) membership functions or fuzzy rules from learning data. Fuzzy adaptive learning control network: There are two neurons for each output variable. One for learning data (desired output) and the other is for fuzzy adaptive learning control network output. The first hidden layer is used to fuzzy input variables. Each neuron in this layer represents a function of belonging to a fuzzy set. The second hidden layer defines the antecedent parts of the fuzzy rules followed by the consequence parts of the rules in the hidden third layer. 
Fuzzy adaptive learning control network employs a hybrid-learning algorithm that includes unsupervised learning to locate membership functions and initial rule base and supervised learning to optimize the adjustment of the MF parameters to generate the desired outputs.
Therefore, prediction of future data network traffic condition is one of the major tasks in data network resource management because it allows the IT infrastructure to think ahead for decision-making processes, understand network performance, reliability and security, as well as to identify potential problems. Nevertheless, the task of predicting future data network traffic condition is difficult due to the data network systems being dynamic with time-varying system inputs and outputs, largely temporal variability, and commonly demonstrate non-linearity. For this reason, traditional statistical models of forecasting future data network traffic are often not suitable for representing dynamic network data systems.
AI modelling approaches based on machine learning algorithms, particularly ANNs (Khandelwal et al., 2015, Tealab et al., 2017), fuzzy or Neuro-fuzzy (Sánchez et al., 2007), and evolutionary computations (Jang, 1993, Sun, 1994) have recently attracted considerable attention in the type of time series data forecasting. AI modelling approaches, in general, are capable of ‘learning’ to remember, anticipate, and manipulate aspects of their virtual data network environment. The most popular AI modelling tool of recent years has been the ANNs. The ANNs such as MLP system with the MLP-BP have been successfully applied to the task of black box modelling in the traffic data classification (Rocha et al., 2011, Han et al., 2012) and prediction of real-time traffic data (Shang et al., 2005, Feng et al., 2009). However, the main disadvantages of MLP-BP are that (1) they must be run again on the whole training data set when a new set of hydrological measurement data becomes available; (2) they show slow learning speeds due to their significantly higher computational complexity; (3) they are often plagued by convergence to poor local optima, which can be partially attributed to the lack of a stochastic component in the procedures used to update the weights; (4) a large amount of training data is always required off-line.
In addition, researchers have focused on data-driven neuro-fuzzy modelling system in the recent times, combining fuzzy systems with learning algorithms of artificial neural networks. The information-driven neuro-fuzzy modelling systems are planned to overcome drawbacks of both fuzzy systems and ANNs. These systems produce flexible models, with understandable linguistic IF-THEN fuzzy rules, which the organisation can learn from empirical data without human participation. Therefore, a number of different neuro-fuzzy systems have been developed over the past 20 years and they have been found to show satisfactory results in some data network applications (Daneshmand et al., 2015, Drake, 2000, Kişi and Öztürk, 2007). The most well-known neuro-fuzzy system is the ANFIS (Maybeck, 1982). An overall review of the implementation of ANN method to solve different engineering problems has been reported in (Coulibaly et al., 1999, Dawson and Wilby, 2001).  
(Hong and Bhamidimarri, 2012) have proposed the DNFLMS that is based on a dynamic Takagi–Sugeno (TS) type fuzzy inference system with on-line and local learning algorithm for dynamic data network traffic modelling tasks. The proposed DNFLMS is designed to provide for a fast training speed with capability of on-line simulation. This approach applies an online, one-pass training procedure by using the ECM (Haykin, 1994) to create and update fuzzy local models dynamically. The extended Kalman filtering algorithm is then used to optimise the parameters of the consequence part of each fuzzy model during the training stage. A local generalisation in the DNFLMS is employed to optimise the parameters of each fuzzy model separately, region-by-region, using subsets of the training data.
The performance of the proposed DNFLMS is compared with the performance of an MLP model trained using the MLP-BP, in which a batch off-line learning algorithm was implemented.
The purpose of this research is to develop an online dynamic modulation tool with five modules for one day ahead, three days ahead, one week ahead, two weeks ahead and one month ahead, using DNMFLS. This analytic tool will be beneficial for analysing educational bandwidth data traffic, as well as predicts future trends. As well offers recommendations for scalability and future upgrades.
Also investigate and compare the dynamic neuro-fuzzy local modelling system, multi-layer perceptron algorithms, and both algorithms provide a high prediction.  
There are two different DNFLMS models developed online one-pass evolving clustering and the extended Kalman filtering algorithm for the DNFLMS. 
In addition, hybrid learning algorithm of extended Kalman filtering algorithm with a BP action algorithm trained to the MSE and number of data points defined by a nonlinear feature extraction technique.
The results have demonstrated that the proposed DNFLMS shows superiority in terms of model accuracy when compared with an MLP-BP model, and better public presentation in terms of model complexity using the DNFLMS with a nonlinear feature extraction technique.  In the last two decades, data-driven techniques of AI have received considerable attention from researchers in addressing significant dynamicity and the natural stochastic characteristics concealed in a hydrological database. Some characteristics of AI methods are suitable for solving reservoir inflow and evaporation modelling problems. Numerous AI-based models have been broadly used, such as optimisation algorithms, classification methods, as well as probability and statistical learning models (Maier and Dandy, 2000).
[bookmark: _Toc307509023][bookmark: _Toc307509056][bookmark: _Toc316491811][bookmark: _Toc18137616]5.2. Modelling principle
The approach to this non-linear, dynamic system is somewhat similar to any form of the flow of material be it water flow in the river or flow of cars through the city. Data over a number of years have been collected, actual data of the system, and measuring variants of types of signals: inputs, states, outputs and outcomes of the university activity varies with student number, technology in use, corporate applications, whether they are hosted on premises or if they are hosted in the cloud as a software or as a service. 
Furthermore, there is the change of executive and senior management every 5-8 years that also cause the change in technology strategy and direction; one could argue that all systems have external forces that cause interference and can change the data. The data collected are actual inputs, facts or events, which cause the data usage on the network traffic; different classes of usage (e.g. mail, HTTP, https, media steams etc…) has different nonlinear mappings with a fuzzy effect, which are the development of dimensionless fuzzy variables. Also, Gaussian fuzzy membership function has been used to determine which local models are valid. 
The rules are based on expertise and evidence of large data gathering over several years, for this research, LSBU network traffic raw data were first captured using the PRTG network monitoring tool, and then a set of numerical analysis algorithms were developed to analyse the captured raw data.  Considering the above lead to perusing the nonlinear state equations, which are implemented as outputs, a function of weighing of states and effective inputs using conventional or fuzzy mapping, to perform actions, predict performance, or assist with prediction.
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When V  is the output vector,  is the input vector with m inputs;  and  denote the act of data samples and the discrete time samples, respectively;  and  are the maximum lags considered for the output, and input terms, respectively; represents the time delay between a change in the inputs and the observed alteration in the output; and the affair is a TS fuzzy model that maps the past inputs and outputs to future outputs.
For the ith fuzzy rule, the Takaki–Sugeno (TS) type fuzzy NARX model (Wang and Winters, 2005) of a dynamic system can be represented by:
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Rewritten in the following vector form equation (5.2) will be:
: if g (e) is  then  (g+1) =  G +                  (5.3)
Where
 = [… … ]  (5.4)
 = [… … ]  (5.5)
The local output of the ith rule is;  is the antecedent fuzzy set of the ith rule;  and ci are the consequence parameters, which are linear combinations of the input variables. Thence, the TS fuzzy system in equation (5.2) is called a first-order TS fuzzy inference system. If the consequence part in equation (5.2) is represented by non-linear functions, it is called a high-order TS fuzzy inference system.  denotes the number of rules. Antecedent fuzzy set  can be defined by the multivariate fuzzy membership function :  [0,1], p =  +  In this work, μ (x (k)) are set in the following Gaussian function: 
 =  =  exp (())	 (5.6)
Where  and  denote the Gaussian membership function’s centre and variance, respectively. For an input vector 𝑑 (𝑘), the overall fuzzy model output is computed as a weighted norm of each rule’s local output value: 
( +1) = 			(5.7)
The Gaussian membership function in equation (5.6) defines the nature of the donation of each local model. Multiple local models expressed in fuzzy rules are weighted by Gaussian fuzzy membership functions and are mixed with a weighted average defuzzification equally represented by the equation (5.7). 
[bookmark: _Toc18137617]5.3. Structure of dynamic neuro-fuzzy local modelling system
In the data-driven Neuro-fuzzy system, the learning procedure to make the fuzzy membership and fuzzy rule is implemented with: (1) Input space partitioning using a clustering algorithm. (2) Parameter optimisation of the consequence part.


: Data example  
[bookmark: _Toc16273941]Figure 5-1: A dynamic clustering process using the online ECM algorithm in a 2D space.
[bookmark: _Toc18137618]5.3.1. On-line clustering algorithm	
In this work, the selected algorithm of ECM has been selected in relation to fuzzy system such as several clustering algorithms (Yager and Filev, 1994) is a space-based clustering method where the cluster centres are represented by evolving nodes in an on-line mode, is applied to cluster the input space into m regions and find their centres (m rule nodes, m fuzzy rules). The ECM is a fast, one-pass, algorithm allowing dynamic clustering of real-time information. The following six steps describe the contingent of the ECM clustering process in a 2D space:
Step 1: Create the first cluster  by using the first example from the input data stream and taking its position as the first cluster centre , and initially setting the cluster radius  with a value 0 (Figure 5-1 diagram 1).
Step 2: If all examples from the data stream have been presented, the clustering process finishes. Else, the current input example, , is taken and the normalised Euclidean distances , between this example and all  already-created cluster centres ,
  , 			(5.8)
In this work, the distance between two q-element vectors x and y, ||  ||, means a normalised Euclidean distance defined as follows:
     	(5.9)
Step 3: If there is a cluster  with its centre ; cluster radius ; and distance values , which are between  and the example , defined as
    (5.10)
    ≤
As so it is seen that the current example  belongs to the cluster . In this example, neither a new cluster is created, nor any existing cluster is updated (e.g. data vectors  and  in Figure 5-1 in diagram 2). The algorithm then takes back to step 2.
Else: go to Step (4). 
Step 4: Find a cluster , with its centre ; cluster radius  And the distance value  from all n existing clusters through calculating the values:
		      (5.11)
And then selecting the  with the minimum values :
   (5.12)
Step 5: If  (the distance threshold value), the example   does not belong to any existing cluster. A new cluster is created in the same manner as described in Step1 (e.g. input data vectors and  in Figure 5-1). The algorithm then takes back to Step 2.
Else:
Step 6: If , the cluster  is updated by moving its centre, , and increasing its radius value, . The updated radius  is set to be equal to  and the new centre a is located on the line connecting the input vector  and the old cluster centre , so that the distance from the new centre  to the point   is equal to  (e.g. input data points , , , and  in Figure 5-1) and at the end algorithm then returns to step 2.
In this method, the maximum distance between any cluster centre and the farthest example, that belongs to this bunch, is preserved within the distance threshold value 𝐷𝑡ℎ𝑟, although the algorithm does not keep any information of previous cases.  The threshold value 𝐷𝑡ℎ𝑟 is a parameter that affects the number of clusters to be judged.
[bookmark: _Toc18137619]5.3.2. Learning algorithm of DNFLMS
Making the antecedent for each dynamic TS fuzzy rule depending on the regional centre and the area size using equation 5.6 after the ECM algorithm clusters the input space into m parts and finds their centres (m rule nodes, m fuzzy rules). Each cluster centre is called for as a rule node corresponding with a TS fuzzy rule. In each cluster, the maximum distance between the cluster centre and a sample is chosen as the initial value of the width of the corresponding Gaussian fuzzy membership function. The antecedent for each TS fuzzy rule is made depending on the regional centre and the area size using equation 5.2 with the training parameter and the status of the corresponding fuzzy rule node in the input space.
The extended Kalman filtering (EKF) algorithm is then employed as a learning algorithm to estimate m functions as consequences (Z and c) for the TS fuzzy local model using training data subsets equation 5.3 because it is a quick, efficient recursive parameter estimation algorithm. In the EKF learning algorithm, the unknown parameter vector, Z = [Z and c] of first-order TS fuzzy model is presented by a state-space representation:
				(5.13)
 : Measurement model			(5.14)
where Z is a vector consisting of the parameters of the consequence part in equation 5.2, Y the measured output, and X the input vector. The measurement mapping  is approximated by the TS fuzzy model defined by equation 5.7. The measurements are assumed to be corrupted by noise, which in this model as zero mean, uncorrelated Gaussian noise with covariance . The system noise  may represent the uncertainty in model parameters, modelling errors or unknown inputs, take the system noise to be a zero mean, uncorrelated Gaussian process with covariance Q.
The EKF equations for updating the estimate of the parameter vector of the consequence part (system state) can be derived as follows:
				(5.15)
			(5.16)
					(5.17)
Where
)) = 				(5.18)
where Z^ kþ1 is the Kalman filter estimate of the parameter vector Z at step  is an error covariance matrix, K is called the Kalman gain matrix which is calculated at each footfall and is utilized to update the parameter vector W and error covariance matrix, P, and H is the Jacobian matrix resulting from linearizing the TS fuzzy model.
The time update equations of the system state from k to k + 1 are given by:
 								(5.19)
 							(5.20)
It is important to point out that the EKF may diverge because of its inherent approximations and this problem can be avoided by smoothing the EKF estimates. Smoothing often entails forward and backward filtering over a segment of information to obtain improved averaged estimates. Various techniques have been proposed to accomplish this goal and the well-known Rauch–Tung–Striebel smoother is used in this work, after computing the forward estimates  and  with EKF, over a segment of N samples, the Rauch–Tung–Striebel smoother makes use of the following backward recursions:
 						(5.21)
				(5.22)
			(5.23)
	(5.24)
Where the parameters, covariance and cross-covariance are defined as follows:
						(5.25)
			(5.26)
		(5.27)
They may be initialised with the following values:
							(5.28)
							(5.29)
					(5.30)
Here, the DNFLMS software has a capability of online visualisation of input partitioning, fuzzy rules evolution in time, inputs display, fuzzy membership function and forecast result, and initial estimates for:
[image: ]
[bookmark: _Toc16273942]Figure 5-2: Description of the EKF learning algorithm.
[bookmark: _Toc18137620]5.4. Model construction for LSBU raw data forecasting  
The information set contains hourly average values for total raw data of the one input variables starting on 21st May 2015 and ending on the 10th October 2017.  After converting the data from hourly data into the daily data and selecting the maximum for calculation of the anomaly, the data is then divided into two groups: first, one is a training group including 511 data points (21/12/2015–20/01/2017), and the second one is a test set including 211 data points (21/01/2017– 01/10/2017). This training group is used to create the DNFLMS model. The testing group is used to evaluate the trained DNFLMS model with data not used during the training stage. The goal of this research is to develop five models based on one-day ahead, three days ahead, seven days ahead, fourteen days ahead and thirty days ahead predictive inference model of LSBU flow rate using the DNFLMS. This approach develops a model of LSBU bandwidth data flow that is calibrated to inputs. Another method of developing a mechanistic model of the system was reduced as: firstly, it was not easy to develop a robust model of the dynamic interaction between the different types of data.
A similar algorithm heuristic has been used for searching implemented to find the best combination of past inputs and output (Hong et al., 2002). Based on equation (5.1), 13 lagged input variable was selected based on the statistical correlation value associated with the output variable to develop a Takaki–Sugeno (TS) type fuzzy NARX model fuzzy NARX model structure, meaning after 13 lagged input variables, the correlation value to output variable was significantly decreased. Therefore, the final model used 13 lagged input variables to predict the time ahead forecasting
These 13 input variables are presented in the DNFLMS as continuous variables to predict 1-day ahead (t+1), 3-day ahead (T+3), 7-day ahead (T+7), 14-day ahead (T+14), and 30-day ahead (T+30) of bandwidth data traffic. For the lth fuzzy local model (if then rule), the general TS dynamic fuzzy NARX model for a MISO (multiple-input, single-output) model to forecast LSBU data flow in the DNFLMS represented by:
…				(5.31)
Antecedent


R If	            

Consequence


Then	     
            
The result of those models  is one-day ahead prediction for the model one of LSBU data flow of the lth fuzzy local model at time, t + 1.
[bookmark: _Toc18137621]5.5. Results and discussions
In this part of the research focus on the lead-time, increasing of the five models that have been completed and in the outcome of this procedure will present how the R square lowered and RMSE get higher in table 5-1.  
Table 5-1: Comparison between DNFLMS & MLP
[image: ]

The DNFLMS develops numbers of fuzzy rules during the training stage using a Gaussian fuzzy membership function. The root mean squared error (RMSE) statistic of the one-day ahead (t+1) LSBU data flow prediction by the DNFLMS is computed as 0.0483 for the training band. The trained model applied to the testing fixed and the RMSE value of 0.0453 for the testing fixed indicates satisfactory performance of the DNFLMS without over-fitting.  The same process will apply to the three-day ahead (t+3, t+7, t+14 & t+30) LSBU data flow prediction. The minor change between the RMSE value of the training and testing sets shows that the DNFLMS model developed to deliver to the highest level of prediction accuracy with a good simplification capability. The outcomes indicate that the DNFLMS model trained can cover completely operating regimes of data that give the best balance of prediction without over-fitting between the preparation and testing fix. Results received from the DNFLMS on data from the training place and testing set are presented in Figures 5-3 to 5-7, correspondingly. The LSBU prediction model developed by the first-order DNFLMS has a very good generalisation capability for the testing data, because data flows predicted with the DNFLMS model are in good agreement with the observed LSBU data flow. 
An MLP trained with the MLP-BP (Bag, 2007) is used for the same inputs and yield data to provide comparisons with the DNFLMS model. The number of fuzzy rules or neurons, in the hidden layer of the MLP-BP, training epochs, training time based on CPU-time, RMSE, MAE (mean absolute error), and R2 (R-squared) for preparation and testing data are listed in table 5-1. The structure of the MLP-BP model is optimized by a genetic algorithm (Hush et al., 1990, Kazeminejad et al., 2006). The optimized MLP-BP model for the prediction of data flow employs 13 inputs, one hidden layer with 10 neurons, 7 of which use a signed transfer function and 3 of which use a hyperbolic transfer function. The training is carried out with 1000 epochs and the execution of the MLP-BP model is likewise presented in figures 5- 4 and 5-5, giving the RMSE on the training set of 0.099279 and on the testing set of 0.094048 (table 5-1). The DNFLMS model performs better than the MLP-BP model in terms of statistical and visual comparison, and generalisation capability. For example, predictions of the DNFLMS model are similar to observed LSBU data flow, particularly when the data flow is comparatively low (figure 5-5). By contrast, the MLP-BP model prediction does not follow the observed pattern of low LSBU data flow during summer seasons (figure 5-5). 
The remainder of the MLP-BP model is due to the weakness of MLP-BP model as a global model because it tends to utilize a large number of parameters in order to encompass the wide scope of information. In conflict, the DNFLMS model is adapted through local examples, which stand for the transition of the state of LSBU as a response to changes in the state of input variables. The well-known ANFIS is also applied to LSBU data flow prediction to provide a benchmark comparison with DNFLMS. The ANFIS model uses a direct non-linear optimisation algorithm to optimize the fuzzy rule premise parameters and global least squares in a nested, or staggered, approach to optimize the fuzzy rule consequent parameters. The Fuzzy Logic Toolbox (Guo et al., 2016) is used for the ANFIS simulation. On this application of ANFIS, the number of fuzzy memberships and fuzzy rules is fixed by a trial-and-error method. The DNFLMS model and ANFIS model produce a similar predictive performance. 
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Figure 5-3:  First model (t+1) for a) MLP results and b) DNFLMS results.
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Figure 5-4: Second model (t+3) for a) MLP results and b) DNFLMS results.
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[bookmark: _Toc16273945]Figure 5-5: Third model (t+7) for a) MLP results and b) DNFLMS results.
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[bookmark: _Toc16273946]Figure 5-6: Fourth model (t+14) for a) MLP results and b) DNFLMS results.
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[bookmark: _Toc16273947][bookmark: _Toc307509030][bookmark: _Toc307509063][bookmark: _Toc316491818]Figure 5-7: Fifth model (t+30) for a) MLP results and b) DNFLMS results.
[bookmark: _Toc18137622]5.6. Comparison between DNFLMS and MLP
The early stopping in training is very important to MLP-BP and when the DNFLMS models or other data-driven nonlinear modelling techniques such as MLP-BP (Figure 5-8 to 5-12) are built to and facilitate good generalisation for the unseen data set. Without any prior knowledge of early stopping criteria to prevent over-fitting, the DNFLMS and other data-driven nonlinear modelling techniques will be constructed, analysed, and adjusted iteratively through a repeating cycle until a successful model is constructed. Understandably, this iterative procedure is time and labour intensive work and requires skill along the character of the modellers, especially when a large number of data and variables exist. 
The primary critique of this MLP-BP approach is that it broadcasts fuzzy models that no longer interpret the model locally due to global parameter estimation and has a fixed structure during the training procedure. In contrast to MLP-BP, the proposed DNFLMS has a flexible structure where fuzzy rules can be created and updated into the fuzzy rule usually before, or during, the one-pass training procedure. The DNFLMS can extract the fuzzy rule usually during, or after, the one-pass training procedure by using the ECM and the EKF learning algorithm. The one-pass training procedure and local simplification cause the DNFLMS to have faster computational speed than the MLP-BP and more accurate, by adopting global oversimplification.
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[bookmark: _Toc16273948]Figure 5-8:  First model (t+1) for a) MLP results and b) DNFLMS results.
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[bookmark: _Toc16273949]Figure 5-9: Second model (t+3) for a) MLP results and b) DNFLMS results.
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[bookmark: _Toc16273950]Figure 5-10: Third model (t+7) for a) MLP results and b) DNFLMS results.
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[bookmark: _Toc16273951]Figure 5-11: Fourth model (t+14) for a) MLP results and b) DNFLMS results.
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[bookmark: _Toc16273952]Figure 5-12: Fourth model (t+30) for a) MLP results and b) DNFLMS results.


[bookmark: _Toc307509033][bookmark: _Toc307509066][bookmark: _Toc316491821][bookmark: _Toc18137623]5.7. Summary
The proposed DNFLMS models used successfully to predict LSBU bandwidth, data pattern change affected based on modalities for one day, three days, one week, two weeks and one month onwards. 
[bookmark: _Toc367365077]It is shown that the proposed DNFLMS model system shows superiority in terms of model accuracy when compared with an MLP-BP model, and also a better public presentation in terms of model complexity (e.g., number of fuzzy models created). It is shown that the DNFLMS models can be applied to an online modelling task without a great amount of training set required by the off-line learning algorithm such as MLP-BP and ANFIS as because it uses the one-pass clustering algorithm and sequential learning algorithm of the EKF where the model adaptation is performed sequentially at the fresh arrival of each detail of information. The integration of the DNFLMS models with a nonlinear feature extraction technique demonstrates that it can improve the model generalisation capability and reduce model development time by eliminating iterative procedures of model construction using a stopping criterion in training and the quantity of required available data in training. The outcomes indicate that the proposed DNFLMS modes with a nonlinear feature extraction technique will be very utilitarian and effective for the offline modelling tasks when a nonlinear model is constructed to reach a high layer of model accuracy. It reduces model development time with a good model generalisation that requires a time and labour intensive experience of a modeller. The future study is contracted to improve the stability of EKF learning algorithm in the DNFLMS by computing noise covariance matrices automatically and sequentially with a maximisation of the evidence density function in conditions of noise covariance.













[bookmark: _Toc18137624]Chapter 6.  Conclusion and recommendation for future work

[bookmark: _Toc18137625]6.1. Conclusions
This research has investigated and focused on looking into the educational network data traffic to understand current trends so as to plan for future. The purpose of the study has been to monitor the LSBU network traffic, and to develop a software analytic tool that can analyse the network traffic. The outcomes of this research can help organisations to enhance their network performance, and provide recommendations for scalability and future upgrades. Network monitoring and analysis are important to understand network performance, reliability and security, as well as to identify potential problems. The computer network is the de facto content delivery network of the world, replacing old methods of distributing large files to ever-growing numbers of users and locations at the quickest possible speed. Internet content delivery needs to become more dependable to meet increasing traffic volumes and satisfy user expectations in terms of QoS.
This research has allowed the researcher to take the raw data in the time domain into the frequency domain, and has enabled the isolation of patterns from the analysis of unidirectional IP traffic to use an educational data kit. It has also helped to reasonably predict what traffic could be like, given anomalies and events. It has also proven that applying filters (such as low-pass, high-pass, band-pass and notch filters where appropriate) can identify fundamental network usage without the noise caused by internal processes. For instance, at assignment time, there is a spike in network usage. However, part of this spike could have been the result of a backup, where a virtual server was migrated to the cloud DC. The use of filters, have enabled to successfully remove these spikes to give a much smoother oscillation representing the actual user-driven network usage pattern. Furthermore, the notch function has allowed to focus on specific time increments in order to analyse the actual readings taken from the PRTG tool. This will allow to predict user-driven network usage much more accurately in the future, as it eliminates the noise generated by internal network traffic.
The study has only explored the application of the given techniques to a certain extent. It would have been best to run this tool for data over several years so that it could perform a deep dive of analysis behaviour. Due to a system upgrade and a lack of communication, three years’ worth of data for LSBU is not available. Thankfully, LSBU learns from past mistakes, and is now preparing for such scenarios in the future. Overall, the simulation program was also very easy to build using MATLAB, enabling to develop a user-friendly interface for the model. The level of analysis that can be achieved with MATLAB is remarkable, and the research gained yet another valuable skill set during this project. The program allows the user to apply various filters and functions to the raw data in the frequency domain before plotting the time domain. 
To meet the aims, the following objectives listed in those chapters have been achieved:
[bookmark: _bookmark97]Objective 1: Understand the fundamental techniques and present the state-of-the-art network traffic analysis.
Objective 2: Understand the theoretical background of network traffic analysis and comparison of FFT and wavelet transform, DNFLMS: 
To achieve those objectives, an overview of network traffic, ANN analysis techniques including comparison models between MLP-BP and DNFLMS has been carried out. Various network traffic and analysis techniques have been discussed, including FFT and wavelet in global data traffic analysis and the data analysis techniques applied to various situations and tasks. This has resulted in identification of two methods to be be focused; FFT and wavelet. In this research study, the experiments focused on thorough analysis, and the periods were measured on an hourly, daily, weekly, monthly, quarterly and yearly basis. The work shows, a research outcome, that wavelet transform analysis is the most useful analysis technique for this research study on LSBU network behaviour. A combination of filtering such as low pass filters, high pass filters, and notch filters has been applied to further enhance the accuracy of the results. This research also developed a graphical user interface (GUI) software, which is a user-friendly dashboard and analytic tool that contributed to the research as well as the DNFLMS model, which shows highly accuracy prediction result. It can be used for any real, raw data analysis for an organisation such as LSBU. The development of this interface makes this research unique compared to other analyses and resolutions.
Chapter 3: The network traffic acquisition modelling. Monitor and capture LSBU network traffic. Develop software using a set of mathematical algorithms to analyse the LSBU network traffic data captured. Developed an analytic tool that can help an organisation enhance their network performance, and that offers recommendations for scalability and future upgrades. In addition, in order to achieve the aim and objectives need to be carried out: Collected sufficient data at different time intervals with variable frequencies for analysis. Developed a network traffic analysis software. Determined network usage by analysing the LSBU network. Examined bottlenecks, groups of users and types of traffic:
The methodologies for data capture and data analysis have been investigated. The work has presented the latest study on using wavelet transform technique for analysing the educational network traffic data. The 2D and 3D presentation network traffic data, i.e. traffic in 24 h and 365 days, helps us to understand better the network traffic pattern. With wavelet transform, one is able to perform network traffic data decomposition and data denoising. With CWT, one can analyse the data and show how the frequency content of the data changes over time. The CWT analysis shows different characteristics of total traffic data, WWW data and Email data. This time dependent frequency varying information, which is lacking in other techniques, such as FFT, is very useful for network traffic analysis. By using CWT, one can easily identify the event, which is otherwise difficult to identify in the original time domain. In data capture, the PRTG network-monitoring tool has been used to monitor and capture the real- time raw data. In data analysis, MATLAB is the main tool used, and the focus is on FFT and wavelet to develop an analytic tool that can be useful for a large organisation (such as LSBU) to predict their future trends based on real-time data analysis. Based on this analysis, the system was simulated using wavelet techniques (the program being MATLAB) to analyse the network data and determine the amplitude, frequencies, phases or the sinusoid present within the data. The results presented in the forms of time domain data and frequency as a plot selection. The behaviour of the algorithm and graphs discussed, and logical arguments presented (which enable a better performance evolution of the proposed algorithm). 
Chapter 4: to achieve objective of network traffic prediction: Introduction, prediction method, model design and code, linear prediction, linear regression analysis, LSBU data neural networks prediction results and summary:
Linear prediction is an autocorrelation domain analysis and it can be approached from either the time or the frequency field. Prediction precision shows the efficiency of the proposed method according to the experiment a results. The proposed method showed its priority, especially for NARX. A NARX based on the Levenberg-Marquardt backpropagation algorithm for time series network traffic analysis has been developed. This case has implemented the methodology by developing a neural network model to predict the future trends of the LSBU bandwidth data traffic. It helped reasonably predict what traffic could be similar, given anomalies and outcomes. It has also proven that applying NARX neural network can identify fundamental network usage and provide more accuracy on the prediction. Furthermore, the prediction has allowed to focus on specific time in order to analyse the actual readings taken from the tool. This will allow to predict user-driven network usage much more accurately in the future, as an efficient and effective way for decision-making process. The result shows that NARX neural network is a good method for predicting time series data.
Chapter 5: Investigate the applicability of the dynamic Neuro-fuzzy local modelling system: introduction, methodology, structure of dynamic neuro-fuzzy local modelling system, on-line clustering algorithm, learning algorithm of DNFLMS, model construction for LSBU raw data forecasting, results and discussions, the comparison between DNFLMS and summary:
The proposed DNFLMS models has been used successfully to predict LSBU bandwidth, data pattern change affected based on modalities for one day, three days, one week, two weeks and one month onwards. It has been shown that the proposed DNFLMS model system shows superiority in terms of model accuracy when compared with an MLP-BP model, and also a better public presentation in terms of model complexity (e.g., number of fuzzy models created). It has been shown that the DNFLMS modes can be applied to an online modelling task without a great amount of training set required by the off-line learning algorithm such as MLP-BP and ANFIS as it uses the one-pass clustering algorithm and sequential learning algorithm of the EKF where the model adaptation is performed sequentially at the fresh arrival of each detail of information. The integration of the DNFLMS modes with a nonlinear feature extraction technique demonstrates that it can improve the model generalisation capability and reduce model development time by eliminating iterative procedures of model construction using a stopping criterion in training and the quantity of required available data in training. The outcomes indicate that the proposed DNFLMS modes with a nonlinear feature extraction technique will be very utilitarian and effective for the offline modelling tasks when a nonlinear model constructed to reach a high layer of model accuracy. It reduces model development time with a good model generalisation that requires a time and labour intensive experience of a modeller. The future study is contracted to improve the stability of EKF learning algorithm in the DNFLMS by computing noise covariance matrices automatically and sequentially with a maximisation of the evidence density function in conditions of noise covariance.


[bookmark: _Toc18137626]6.2. Recommendations for future work
In order to improve the analysis and develop the existing toolkit, the introduction of machine learning algorithm techniques and nonlinear analysis should be considered. In this research, the back propagation algorithm and fuzzy neuron techniques are suitable for investigating the performance and accuracy of predictions. Implementing these algorithms and assessing their performances will further enhance one’s understanding of traffic data, fine-tune its mapping, reveal its behaviours and performance, and allow to draw useful conclusions.
Create the simulation of the network analyst with traffic models created as the goal of the thesis was to produce a network traffic analysis software, to come upwards with a working network analysis technique that can analyse, predict data usage in its current state and in the hereafter, and that can be employed as a mechanism to support decision-making in terms of future investments for the institution. Also develop algorithms to analyse and predict network traffic, and use these algorithms on an existing network and prove their ability to anticipate trends in network behaviour and the character of the traffic model can be judged only after the analysis of the simulated traffic. Better knowledge of the network topology should be acquired and this would benefit both the analysis and the forthcoming predictions. It would make the creation of the traffic model more accurate and packet drop percentage could be estimated more reliably. 
Improving the traffic model could be served in different techniques, as the accuracy of data traffic flow depends on latency measurements entirely of the tone of the time series analysis using different techniques and algorithms such as FFT, wavelet and ANN, consequently the network analysis done at several time scales such as hourly, daily, weekly, monthly, quarterly and yearly to provide the exact behaviour of the dealings. This information is vital in the simulation of traffic patterns or generating simulated traffic for network analysis. The routine of traffic traces in the data set was rather big and the work demanded the automation of handling and processing the new information. Applications in other areas such as QoS and network management need to be investigated, by using the ANN and fuzzy neuron techniques to analyse data traffic that can be beneficial for further visualisation of any data network traffic to enhance its understanding. 
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