Design of a voice control 6DoF grasping robotic arm based on ultrasonic sensor, computer vision and Alexa voice assistance
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Abstract— The article presents a study to design a 6-degree of freedom robotic arm which can pick up objects in random positions on a 2D surface based on Arduino microcontroller, ultrasonic sensors and picamera. The robotic arm is able to recognise objects based on computer vision algorithm for shape detection. The ultrasonic sensor measures the distance between the objects and the robotic arm, and the position of the objects in the real world will be detected by its mass centre in the image to improve the accuracy of the pick-up movement. Arduino microcontroller will calculate the rotation angles for the joints of the robotic arm by using inverse kinematics algorithms. The movement of the robotic arm also can be controlled by an Amazon Alexa voice assistance device. The experiment of applying the artificial neural network to control the robotic arm pick-up movement is achieved. The artificial neural network can manipulate the position of the robotic arm to pick up objects after training using the values which are calculated by inverse kinematics equations. The Raspberry Pi is used for processing the computer vision data, and voice commands from Alexa Voice Service based on cloud service.
Keywords—robotic arm, computer vision, object detection, artificial neural network, Alexa voice assistance
 Introduction
Robot concepts have been introduced from science fiction[1]. As the developments of mechanical, electronics, computer, sensor and communication technologies, robots have already extensively applied in industrial manufacture and even humans' daily life. The robotic arms are one of the earliest programmable automated machines utilised in the industrial production and helped humans to finish some work faster, easier and more accurate. It is able to move objects, tools, heavy stuff and pick and place objects in automation and complete some hazardous work which human cannot do. Robotic arms have been used for a variety of applications in industry, such as welding, gripping, lifting and even automotive assembling.
Because of development of sensors, camera, microcontroller and computer, robotic arms are able to ‘feel’ outside world by sensors and ‘think’ using microcontrollers and computers, then decide what they should do. Robotic arms become very intelligent. Especially when cameras and image processing have applied into robotic arms, they can capture images by cameras and analyse images to take useful information and then process commands and take actions. Furthermore, an artificial neural network is the most modern technology in robot control. It has many advantages in robot performance especially for machine learning and deep learning. Robots are able to learn many things using the artificial neural network, such as robot movement and image recognition.   
In this paper, a robotic arm is intended to pick up, move and place the objects. The location of the objects is unknown. The robotic arm can detect the desired objects and find the location of the objects by picamera and ultrasonic sensor. The inverse kinematics algorithm is applied in the robotic arm control to decide the position to grasp the objects. The experiment of applying the artificial neural network to control the pick-up movement is achieved after training.
The movement of the robotic arm also can be controlled by voice command by using an Amazon Alexa voice assistance device. 
system description
The system consists of 4 sections, the robotic arm which contains the Picamera and the ultrasonic sensor, Raspberry Pi, Arduino and motor driver shield, and Amazon Echo Dot. The schematic representation of the robotic arm control system is shown in Fig. 1.  
[image: C:\Users\WZH\Google Drive\Robotic Arms\Stage 3 Report\Diagram of the robotic arm.jpg]
[bookmark: _Ref532591699]Fig. 1 The diagram of the robotic arm and control

Robotic Arm
The robotic arm has been built by 6 servo motors, and it has 5 Degree of Freedom(DOF). It contains base, shoulder, elbow and wrist and wrist rotation joints and they are connected by its limbs. An ultrasonic sensor is installed on the base of the robotic arm in order to measure the distance between the target objects and the robotic arm. A Picamera is attached at the gripper to capture the images of the objects.
The rotation range of servo motor is 0 degree to 180 degrees. However, since the structure and balance of the robotic arm, some of the motors cannot rotate as full range, the joint’s name and rotation range are given in TABLE I. 
[bookmark: _Ref532661112]TABLE I.        THE MOTORS AND ROTATION RANGE OF THE ROBOTIC ARM
	Motor
	Joint Name
	Rotation Range

	M1
	Base
	0° ~ 180°

	M2
	Shoulder
	15° ~ 165°

	M3
	Elbow
	0° ~ 180°

	M4
	Wrist Pitch
	0° ~ 180°

	M5
	Wrist Roll
	0° ~ 180°

	M6
	Gripper
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]10° ~ 73° (10° the gripper is open, 73° the gripper is closed.



Raspberry Pi and computer
The Raspberry Pi is a small single-board computer. The Raspberry Pi 3 model B is used in the system because of its fast processing speed and on-board Wi-Fi. These features are able to deal with complex computer vision algorithms and access public web service to accomplish voice control. The computer is only used to run Matlab software and simulate the artificial neural network. 
Arduino and motor driver
Arduino is a microcontroller to control the servo motors by its Pulse Width Modulation(PWM) pins and detects outside world by connecting sensors to its analogue pins. The motor driver connects the external electrical power supply and provides enough electrical current to drive servo motors. 
Amazon Echo Dot
Amazon Echo Dot is a smart speaker which is developed by Amazon. It has an array of 7 microphones and Wi-Fi chip to collect voice and access to the internet. The Echo Dot gathers the voice commands and streams audio to a cloud-based service Alexa Voice Service which is able to recognise the natural voice and interpret them, and respond the request. It also provides self-service APIs, tools, documentation, and code samples that make developers create personalised skills. 
[image: ]
[bookmark: _Ref532679180]Fig. 2 The flowchart of the pickup movement

The pick-up movement which is used to pick and place the objects in a random position has applied ultrasonic distance sensor, the inverse kinematic equation of the robotic arm, Arduino control, and computer vision processing. The flowchart of the pick-up movement is shown in Fig. 2. 
Once the pick-up function has been called, the ultrasonic sensor measures the distance by the echo wave. If the object is not in the range which the robotic arm can pick it up, the basement of the robotic arm then rotates for  and continue to find an object in range. When the object is in the robotic arm pick-up range, then Arduino will send ‘1’ to the Raspberry Pi through serial communication. After the Raspberry Pi reads ‘1’ from the serial port, it then starts to process the video which is captured by the camera. The computer vision function is called to detect the objects and calculate the centroid of the object. If the object is not at the centre of the video frame, it means the end-effector has not pointed at the centre of the object. The Raspberry Pi will send ‘0’ to Arduino, then Arduino will control the robotic arm rotates for . When the object is at the centre of the video frame, the Raspberry Pi send ‘1’ to Arduino, and that means the end effector points at the centre of the object. Then, the robotic arm will stop rotating, and the ultrasonic sensor measures the distance between the object and the robotic arm. The distance value is used for calculating the rotation angles for shoulder, elbow and wrist motors in the robotic arm. After getting the angle values, Arduino controls the motors and moves the end-effector to the object and pick it up.  After these processings, the robotic arm is able to pick up an object at any reachable location.
kinematic model
Denavit-Hartenberg (D-H) [2] is a general transformation between attaching reference frames to the links and the links of spatial kinematic which is often used in the robotic mechanical system. The D-H method applies the four parameters which are the rotation about the z-axis, the joint offset, length of a link and twist angle[3]. The advantage of this method is the storage efficiency for dealing with the kinematics of robot chains and computational robustness[4]. The coordinate of the robotic arm and the D-H parameters are shown in Fig. 3 and TABLE II.
[image: ]
[bookmark: _Ref532728918]Fig. 3 The coordinates of the robotic arm

[bookmark: _Ref532731789]TABLE II      D-H PARAMETERS TABLE OF THE ROBOTIC ARM
	Number
	
	
	
	

	0-1
	
	
	0
	90

	1-2
	
	0
	
	0

	2-3
	-90
	0
	
	0

	3-4
	
	0
	0
	90

	4-5
	
	
	0
	0



 represents a rotation about the local z-axis, in another word,   is the joint angle. The joint offset which is the distance on z-axis between two successive common normals is defined as . The length of each link is . The twist angle  means the angle between two successive z-axes. Notice that the rotation about  is . This is because when  is 0, there is a  angle between link 1 and link 2.
The transformation between two successive frames  is expressed by:
()
Where  means ,  means . According to equation (3.42) and Table 4, the transformation of between two joints are:
          ()                       ()
     ()                       ()
                                                                             ()
So the total transformation between the refernce frame and the end-effector wll be:
        ()

The aim of this study is that the robotic arm is able to pick up, move and place objects. The objects are at the same horizontal level with the base of the robotic arm. The position and the distance between the objects and the robotic arm can be detected by ultrasonic sensor or camera, so the microcontroller and computer need to use the information to calculate the rotation angle for each motor to make the gripper move to the desired location and pick up objects. Thus, the inverse kinematics of the robotic arm also involves the path planning which tells the robotic arm which position to reach the objects.
There are three paths have been designed to take an object at the ground level. The first path is designed to make the robotic arm reach an object at far territory, so the end-effector must be horizontal. Another path is to reach the objects in the middle range, so the orientation of the gripper keeps at . The wrist angle is fixed in the third path to make end-effector arrive at the position where is closed to the robotic arm. The illustration of the three positions to take objects at three regions shown in Fig. 4.
The distance between the desired objects and the robotic arm can be detected by the ultrasonic sensor. After applying the kinematic model of the robotic arm and path planning, the inverse kinematic equations are able to be calculated. Then, the rotation angles for shoulder, elbow, wrist joints also can be calculated by Arduino.
In order to achieve picking and placing objects in a random position in robotic arm's operation range, the base of the robotic will turn from  and an ultrasonic sensor will scan the area. When the sensor detects the object, it will give the distance value between the sensor and objects to the microcontroller. Arduino will calculate the distance and convert to rotation angles for each motor to pick that object, then it will pass commands to the motor driver and motors spin until the robotic arm at the right position and pick up the object. In the end, the robotic arm takes the object to the desired place. 
[image: ]
[bookmark: _Ref532598381]Fig. 4 The three picking up positions of the robotic arm

computer vision processing
Since the distance sensors send out the ultrasonic wave in a cone, the sensor cannot precisely detect the location of an object or find the centre of an object. So the Picamera can be used for compensation of the disadvantage of the distance sensor to find the precise location of an object. In another word, the camera is used to detect an object and tell the robotic arm to face the object straight and the gripper points at the centre of the object in order to improve the accuracy of the pickup movement. 
In order to detect and track an object by a camera, the computer vision technique is involved in the project. The single-board computer Raspberry Pi is used to deal with real-time computer vision. Python programming language and OpenCV (open source computer vision library) have been applied in the computer vision programming in the study.
OpenCV is a programming function library for dealing with image processing and real-time computer vision[5]. The functionality of the library includes video/image input and output, processing, display and facial recognition, object identification. It also includes the machine learning library which contains artificial neural networks, decision tree learning, deep neural networks. 
When the camera captures real-time videos, the robotic arm can recognise the objects which it needs to pick up. It must distinguish the objects from background in the video. Because the robotic arm only takes cubic objects in this project, the objects become square or rectangle shape in 2-dimension videos. Thus, shape detection technique is used in programming for object detection. 
The robotic arm need face the object straight and the gripper must point at the centre of the object when it picks up the object. In addition, the camera is installed in the middle of the gripper.  So the centre of the object should be in the middle of x-coordinate the video. The centre of the objects can be calculated by using the image moment. The Fig. 5 shows the results of object detection and the location of the centre of the objects. 
[image: ] 
[bookmark: _Ref532678590]Fig. 5 The object detection and the centre of the objects in the video

voice control
In this project, the robotic arm can be controlled by voice commands. The voice commands are collected by Amazon Echo and then recognised and analysed using Alexa Voice Service. After voice recognition, the voice commands are transferred to plain text commands to a public web service. So, the Raspberry Pi does not need to be on the same local network with Amazon Echo to access the web service and gets the text commands. Then, the Raspberry Pi gives commands to Arduino by changing its pin status. After Arduino successfully reads the pin status from Raspberry Pi, it will control the robotic arm to do a specific movement. The schematic of the voice control of the robotic arm is in Fig. 6. 
[image: ]
[bookmark: _Ref532680475]Fig. 6 The schematic of the voice control of the robotic arm

The public web service is created by ngrok which creates a secure connection from a public endpoint to a locally running web service. It allows the Raspberry Pi to collect the text commands from Alexa Voice Service through any network.  
There are three voice commands have been designed for controlling the movements of the robotic arm. The TABLE III shows the movements corresponding the voice command.
[bookmark: _Ref532681251][bookmark: _Ref532681236]TABLE III        THE MOVEMENTS OF THE ROBOTIC ARM CONTROLLED BY VOICE COMMAND
	Voice command
	Movement

	Robotic arm to scan
	The basement of the robotic arm starts to rotate from  to 

	Robotic arm to pick up an object
	The robotic arm finds an object and picks it up, then place the object at a specific place.

	To stop
	The robotic arm stops the present movement and goes back to start position.


artificial neural network
As the fast development of artificial intelligence technology, robot control has benefited greatly from it[6]. It has many advantages in robot performance such as machine learning, less computing time and speech recognition. The artificial neural network is a software simulation that is to simulate lots of interconnected neurons inside the computer, which is similar to the biological brain[7]. A large number of neurons are interconnected for information processing to solve a specific problem. The most important feature of the neural network is that it is able to learn by itself through examples, just like a human brain[8]. 
In this project, supervised learning strategy has been applied in training the neural network, because the correct answers for angle values for the joints in the robotic arm can be calculated by inverse kinematic equations when the distance between objects and the robotic arm are known. Numbers of sets of distance and shoulder, elbow, wrist joints angles of the robotic arm will be used for training the neural network. Thus, the distance between objects and the robotic arm is the input for the neural network and the shoulder, elbow, wrist joints rotation angles of the robotic arm are the three outputs of the neural network. 
Neural Network Toolbox in Matlab software has been applied for simulating the artificial neural network. It provides algorithms and pretrained models to create and train the neural network. In the project, there are 20 neurons has been used in the hidden layer of the network. It has been mentioned that there are three different distance regions where the end-effector of the robotic arm can reach. The robotic arm works path 1, path 2 and path 3 in configurations to pick up objects in the three regions and different inverse kinematics equations. Thus, the neural network has used three different sets of value for the training process. There are 100 distance values has been created randomly in each region. the rotation angles of shoulder, elbow and wrist can be calculated by the distance values. Hence, the distance value is the input for the artificial neural network and three angle values are the output. The 300 sets of example values have been applied for training the neural network. 
After 4 times training the artificial neural network, the performance becomes more accurate. There are 11 random distance data feeds in the input layer of the neural network to test its performance. The Fig. 7 provides the test results.
[image: ]
[bookmark: _Ref532682806]Fig. 7 The results getting from the neural network using 11 test data 

In the figure, SA, EA and WA are shoulder angle, elbow angle and wrist angle respectively. According to Fig. 7, most of the angle values which are calculated by the neural network are fallen on the original data. That means the angle values are almost the same with the test data. 
The training performance is shown in Fig. 8. The neural network can achieve the Mean Square Error (MSE) performance of 0.028362 at 50 of epochs.
[image: ]
[bookmark: _Ref532682973]Fig. 8 Training performance results

At the beginning of the training, the error between the correct answer and the output of the neural network is significant because of random initial weight in the network. However, the network adjusts the weights by itself during the training and square error is sharply decreased. After 50 epochs, the network becomes stable and remains the mean square error level. It means the neural network is reliable.
The error histogram result shows most of the error occurs at the range  to . That means the error of the neural network is less than . It is very accurate.
[image: ]
[bookmark: _Ref532683171]Fig. 9 The regression results of training, test and validation

Fig. 9 shows regression data of the training, test and validation. The value R is close to 1 means outputs values of the neural network are approaching the outputs' value of the actual data. In the figure, the R values in both training and test are very close to 1. According to the performance of the training and testing, the artificial neural network has excellent accuracy and can produce the correct joint rotation values for robotic arm by feeding in distance value between objects and the robotic arm. 
Comparison with other methods
A research team from both Princeton University and Massachusetts Institute of Technology has presented a system which is capable of grasping and recognizing both known and novel objects by using deep convolutional neural networks (ConvNets)[9]. There are four pick up behaviors have been developed and the system uses ConvNet to predict affordances for a scene. The candidate objects are recognized by cross-domain image matching and the grasping behaviors adapt to novel objects without additional re-training. The system has 75% pick success grasping rate and 100% recognition accuracy. However, it is more complex and it requires advanced computing machines. The method presents in this paper is not suit for novel objects. The objects recognition is based on shape detection and poses of the objects depend on centroid of the objects. The method is not suit for the shape unknown objects and the grasping success rate will be reduced if the weight of the object is uneven. There is another method for localization of the objects by placing two 2-D cameras attaching to the ground[10, 11]. This method establishes 3-D position and orientation of the objects and the average error rate in the distance to the target object is about 2mm. The method provide precise results but the system is more complex and requires that the robotic arm and the two cameras must be at specific locations. The systems in this paper is less complex and the camera is located at the end-effector. The robotic arm doesn’t have to be at a certain location. It is still able to pick up and recognize objects even the robotic arm has mobility.  
conclusion
In this paper, the robotic arm can pick and place the objects at the random positions based on Arduino microcontroller, simple sensors and cameras. The ultrasonic sensor detects the objects and provides the distance value for the inverse kinematic equation to calculate the rotation angles for each servo motor. Arduino controls the servo motors’ movement, and the robotic arm moves its gripper to arrive at the desired location. The camera captures the video of the objects and Raspberry Pi processes the video and detects the objects and find the centroid of the objects. The information of the computer vision processing is used to tell the robotic arm whether the objects are at the centre of its gripper, in order to improve the accuracy for the robotic arm to pick up.  Raspberry Pi communicates with Arduino microprocessor to control the robotic arm to move to the right position. The pick-up movement is successful and accurate. 
The voice commands are captured by Amazon Echo and Amazon Echo streams the human speech to Alexa Voice Service to analyse. It produces the plain text command, and Raspberry Pi gets the command from the cloud service and tells the Arduino which movement should be executed. 
In addition, the artificial neural network also can control the movement of the robotic arm. After training, the output of the artificial network is able to provide angle value for every joint in the robotic arm when the distance between objects and the robotic arm is the input of the network. The performance of the neural network is accurate and reliable to control the robotic arm.
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