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Abstract 

This thesis focuses on the development of electric vehicle (EV) charging protocols under a 

dynamic environment using artificial intelligence (AI), to achieve Vehicle-to-Grid (V2G) 

integration and promote automobile electrification. The proposed framework comprises three 

major complementary steps. Firstly, the DC fast charging scheme is developed under different 

ambient conditions such as temperature and relative humidity. Subsequently, the transient 

performance of the controller is improved while implementing the proposed DC fast charging 

scheme. Finally, various novel techno-economic scenarios and case studies are proposed to 

integrate EVs with the utility grid.   

The proposed novel scheme is composed of hierarchical stages; In the first stage, an 

investigation of the temperature or/and relative humidity impact on the charging process is 

implemented using the constant current-constant voltage (CC-CV) protocol. Where the relative 

humidity impact on the charging process was not investigated or mentioned in the literature 

survey. This was followed by the feedforward backpropagation neural network (FFBP-NN) 

classification algorithm supported by the statistical analysis of an instant charging current 

sample of only 10 seconds at any ambient condition. Then the FFBP-NN perfectly estimated 

the EV’s battery terminal voltage, charging current, and charging interval time with an error of 

1% at the corresponding temperature and relative humidity. Then, a nonlinear identification 

model of the lithium-polymer ion battery dynamic behaviour is introduced based on the 

Hammerstein-Wiener (HW) model with an experimental error of 1.1876%.  

Compared with the CC-CV fast charging protocol, intelligent novel techniques based on the 

multistage charging current protocol (MSCC) are proposed using the Cuckoo optimization 

algorithm (COA). COA is applied to the Hierarchical technique (HT) and the Conditional 

random technique (CRT). Compared with the CC-CV charging protocol, an improvement in 

the charging efficiency of 8% and 14.1% was obtained by the HT and the CRT, respectively, 

in addition to a reduction in energy losses of 7.783% and 10.408% and a reduction in charging 

interval time of 18.1% and 22.45%, respectively. The stated charging protocols have been 

implemented throughout a smart charger. The charger comprises a DC-DC buck converter 

controlled by an artificial neural network predictive controller (NNPC), trained and supported 

by the long short-term memory neural network (LSTM). The LSTM network model was 

utilized in the offline forecasting of the PV output power, which was fed to the NNPC as the 

training data. The NNPC–LSTM controller was compared with the fuzzy logic (FL) and the 

conventional PID controllers and perfectly ensured that the optimum transient performance 

with a minimum battery terminal voltage ripple reached 1 mV with a very high-speed response 

of 1 ms in reaching the predetermined charging current stages.  

Finally, to alleviate the power demand pressure of the proposed EV charging framework on 

the utility grid, a novel smart techno-economic operation of an electric vehicle charging station 

(EVCS) in Egypt controlled by the aggregator is suggested based on a hierarchical model of 

multiple scenarios. The deterministic charging scheduling of the EVs is the upper stage of the 

model to balance the generated and consumed power of the station. Mixed-integer linear 

programming (MILP) is used to solve the first stage, where the EV charging peak demand 
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value is reduced by 3.31% (4.5 kW). The second challenging stage is to maximize the EVCS 

profit whilst minimizing the EV charging tariff. In this stage, MILP and Markov Decision 

Process Reinforcement Learning (MDP-RL) resulted in an increase in EVCS revenue by 

28.88% and 20.10%, respectively. Furthermore, the grid-to-vehicle (G2V) and vehicle-to-grid 

(V2G) technologies are applied to the stochastic EV parking across the day, controlled by the 

aggregator to alleviate the utility grid load demand. The aggregator determined the number of 

EVs that would participate in the electric power trade and sets the charging/discharging 

capacity level for each EV. The proposed model minimized the battery degradation cost while 

maximizing the revenue of the EV owner and minimizing the utility grid load demand based 

on the genetic algorithm (GA). The implemented procedure reduced the degradation cost by 

an average of 40.9256%, increased the EV SOC by 27%, and ensured an effective grid 

stabilization service by shaving the load demand to reach a predetermined grid average power 

across the day where the grid load demand decreased by 26.5% (371 kW).    

Keywords: Electric vehicles (EVs), Fast charging protocols, Lithium-ion battery, Constant 

current-constant voltage (CC-CV), Multi-stage charging current (MSCC), EV recognition, EV 

aggregators, Degradation Cost, Grid-to-Vehicle (G2V), Vehicle-to-Grid (V2G).
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1 Chapter 1 

Introduction 

1.1 Introduction 

The world is facing problems of ecological deterioration represented by greenhouse gas 

emissions and energy shortages. Meanwhile, conventional vehicles consume a large amount of 

fossil fuels and cause environmental pollution due to carbon emissions. According to the report 

of the European Union, 28% of the total carbon dioxide (CO2) is produced from the transport 

sector, while road transport is considered over 70% of the transport sector emissions [1]. The 

electrification of conventional vehicles has become one of the most promising measures to 

solve these problems. Over the 2011–2021 decade, the projected size of the global electric 

vehicles (EVs) fleet is showing a booming trend, seeking a green sustainable eco-environment. 

EVs have been rapidly developed due to the need for automobile electrification, minimizing 

fuel consumption, and grid integration with their advantages of energy saving, environmental 

protection, and automation improvement capability, which leads to widespread attention by 

governments, automakers, and energy companies. The major two main problems that hinder 

the widespread of EVs are certainly the battery charging process which can be split into 

conventional charging protocols, identification of the battery dynamic behaviour, and the 

transient performance while implementing the charging schemes and their integration with the 

utility grid throughout the charging and discharging processes which influence on the grid peak 

demand. Typical concerns of potential customers are usually classified as the ‘driving range 

anxiety’: will they be able to find charging stations along their way, and the charging process 

takes too long? These two concerns come from the experience with internal combustion engine 

vehicles, where the re-fuelling process finishes in minutes and fuel stations are standardised 

and therefore widely spread. This created a direct need for EV DC fast charging protocols that 

aim for a minimal charging time requirement, optimum efficiency, effective cycle life, minimal 

battery degradation, and minimum charging loss. Several batteries manufacturing technologies 

are widely approved by companies at the manufacturing level such as Lead acid (Pb-acid), 

Nickel Cadmium (NiCd), Nickel-Metal-Hydride (NiMH), Sodium Nickel Chloride (NaNiCl), 

and Lithium-ion (Li-ion) batteries. However, lithium-ion polymer batteries have the 

advantages of high energy density (Wh/kg), high energy/volume coefficient (Wh/L), and high 

power/weight coefficient (W/kg) concerning the other batteries. The DC fast charging 

protocols under dynamic ambient conditions could be implemented through an effective 

identification of the battery dynamic behaviour supported by a smart controller. 

While there is an increased use of fossil fuels accompanied by subsequent negative 

environmental impacts and supply decline, Renewable Energy Sources (RESs) such as 

photovoltaic (PV) and wind turbines (WTs) are pressed to be utilized for electric power 

generation and integration to supply electric vehicles. Furthermore, electric vehicles can be 

used as distributed storage resources to contribute to ancillary services for the system, such as 

peak-shaving power, or help integrate fluctuating renewable resources. The management of 

electric vehicles as distributed resources fits well in the paradigm of smart grids, where an 

advanced use of communication technologies and metering infrastructure, increased 



Chapter 1 

2 

 

controllability, load flexibility, and a larger share of fluctuating and distributed resources are 

foreseen. Hence, researchers are tending to implement fast-charging centralized stations 

supplied by the utility grid and renewable energy resources to DC fast charge the EVs as will 

be scrutinized in the literature. The EV charging process places an excessive overload on the 

power grid and can cause fluctuations in the voltage and shortages in the supply. The mentioned 

issues were revealed during the peak demand period across the day. In the peak demand period, 

the ancillary power generators enter the network to avoid fluctuations that increase the 

operational and maintenance costs. In the off-demand period, unused and extra-generated 

power is wasted. Hence, vehicle-to-grid (V2G) and grid-to-vehicle (G2V) technologies which 

represent the EV discharging and charging processes, respectively should be utilized and 

improved to fill the research gap as will be mentioned in the literature.  

1.2 Research problem statement  

The regional climate can vary from coast to coast and the battery management system can be 

triggered by a variety of internal and external factors, thus fast charger deployment requires 

careful consideration regarding the impact of the regional ambient conditions (temperature 

accompanied by the relative humidity) [2]. The impact of the relative humidity factor on the 

charging process wasn’t investigated or mentioned in the literature survey. However, the 

implementation of a lithium-ion battery fast charging protocol is depending on the current state 

of the battery at the specific ambient conditions. The identification model of the EVs 

represented in the lithium-ion battery while entering the charging station, connecting to the 

charging pile, and during the charging process is considered a challenging problem from many 

perspectives. The main problem is ensuring high charging efficiency accompanied by full 

recognition of the EV under different ambient circumstances (temperature and relative 

humidity). The authors in the literature, proposed recognition and classification methodologies 

that depend on the light intensity and vehicle logo recognition however, the dynamic electrical 

behaviour of EV batteries while charging under different circumstances is not investigated yet. 

Besides, there is a significant research gap in identifying a model that can describe the dynamic 

behaviour of the battery with the minimum percentage of error at the corresponding 

temperature and relative humidity. In addition, the conventional charging protocols are 

familiarised with slow charging time, high energy loss, and battery degradation.  

Furthermore, the implementation of the charging protocols requires a smart power conversion 

controllable charger for regulating the voltage levels of the battery and enhancing the transient 

performance of the charging process while using renewable energy sources (RESs). Where the 

output voltage ripples and charging current ripples overheat the battery, accelerate side 

reactions and shorten its lifespan due to electrode degradation [3, 4].  

Consequently, the EV charging process places an excessive overload on the power grid and 

can cause fluctuations in the voltage and shortages in the supply. The mentioned issues were 

revealed during the peak demand period. In the peak-demand period, the ancillary power 

generators have to enter the network to avoid fluctuations which increase the operational and 

maintenance costs. On the other hand in the off-demand period, the unused and extra-generated 

power will be wasted in vain due to the lack of flexible storage systems [5, 6]. Generally, the 
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distribution of the utility grid is designed with a limited margin and overloading capacity due 

to the dynamic behaviour of the EV charging process. Additional loads would increase the risk 

of overloads for power lines and transformers, which can lead to extra energy losses and power 

quality degradation. Therefore, the vehicle-to-grid (V2G) concept has been introduced to solve 

the mentioned obstacles and issues based on smart charging and discharging schedules to 

reduce the peak load and shape the load profile in the power grid. However, the uncertainty 

and random behaviour during the charging and discharging operations, EVs may negatively 

affect the system efficiency and reliability where the uncoordinated EV charging could 

significantly change the shape of the aggregate residential demand. Hence, EV charging and 

discharging operations need to be aggregated by an EV aggregator to qualify the market 

entrance criteria, actively participate in the demand response (DR) balancing between the 

supply and demand sides, ensure minimum EV charging tariff while increasing the revenue, 

and minimize the battery degradation cost. Hence, aggregators are considered the interface 

between the distribution network and electric vehicle charging station (EVCS) which combine 

multiple EVs and coordinate and schedule the charging of the plug-in electric vehicle (PEV).  

A summary of the main research gaps that have been mentioned above is presented in Figure 

1-1. 

 
Figure 1-1 Schematic diagram of the main research gaps. 

1.3 Research aim and objectives 

The research aim is the development of an EV charging protocol using AI for fast charging 

under dynamic environment: towards Vehicle-to-Grid (V2G) Integration.  

The objectives of this thesis could be represented by multiple stages as shown briefly in Figure 

1-2 and could be summarised into three substantial points preceded by a detailed literature 

survey of the EVs' fast charging protocols, classification and recognition, battery identification 

models, and the integration scenarios and methodologies with the utility grid. The major points 

are: 
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• Proposing a novel fast-charging framework that started from entering the EV to the 

charging station and connecting to the charging pile till leaving the station/parking point 

fully charged. This framework is based on a full investigation of the temperature and 

relative humidity impact on the charging process of plug-in electric vehicles (PEVs) 

represented by lithium-polymer ion batteries. This was followed by a novel EV 

classification and recognition model under the impacts of various ambient 

circumstances. Then intelligent fast charging techniques based on the multi-stage 

charging current (MSCC) charging protocol are proposed to improve the existing 

approaches in order to speed up the charging process whilst reducing energy 

consumption concerning the conventional charging protocol represented by the CC-CV 

charging protocol. The proposed framework is simulated and experimentally tested, 

validated, and verified. 

• In the next stage, a smart plug-in EVs off-board controllable charger is implemented on 

a small-scale lithium-polymer ion battery of 1000 mAh. The controllable charger is 

simulated and experimentally tested, validated, and verified. The transient performance 

represented by the settling time and steady-state error is enhanced during the charging 

process throughout the conventional and proposed charging protocols.  

• In the last stage, insightful controllable techno-economic scenarios and case studies of 

the charging/discharging process between the EVs and the utility grid are introduced 

using the grid-to-vehicle and vehicle-to-grid technologies. These scenarios are 

simulated and verified to fast charge the EV while minimizing the peak load demand, 

charging tariff, and battery degradation cost and maximizing the EV owner revenue.  
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Figure 1-2 Schematic diagram of the main stages of this thesis. 
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1.4 Research Methodology 

The research methodology could be categorized into three substantial points with the 

corresponding specific procedures and techniques used to process, test, validate and verify the 

obtained results and findings as follows: 

• The off-board charging scheme: a novel DC fast-charging framework started by 

connecting the EV to the charging pile till fully charged and leaving the charging point. 

This stage is implemented using the MATLAB/Simulink simulation program and 

validated experimentally as follows: 

a) Full experimental investigation of the temperature and relative humidity impact 

on the charging process while charging the lithium-polymer ion batteries by the 

conventional Constant Current-Constant Voltage (CC-CV) charging protocol. 

b) Classification and recognition of the EV at the charging operating temperature 

and relative humidity using the feedforward backpropagation neural network 

(FFBP-NN). 

c) An artificial estimation of the CC-CV charging protocol parameters represented 

by the total charging interval time, charging current and battery terminal voltage 

using the FFBP-NN.  

d) Effective identification and recognition of the battery dynamic behaviour using 

the Hammerstein-Wiener (HW) identification model. 

e) Suggesting new intelligent charging techniques based on the multi-stage 

charging current (MSCC) charging protocol to improve the existing approaches 

in order to speed up the charging process whilst reducing energy consumption 

without degradation in the light of the outrageous demand for lithium-ion 

polymer battery in EVs using the Cuckoo optimization algorithm (COA). 

• The plug-in EV off-board controllable charger: simulation and experimental 

implementation of the CC-CV and MSCC charging protocols on a smart charger 

controlled by an artificial neural network predictive controller (NNPC), trained, and 

supported by the long short-term memory recurrent neural network (LSTM). The 

proposed controller is compared with the conventional PID controller and the advanced 

fuzzy logic controller (FLC). This stage is implemented using the MATLAB/Simulink 

simulation program, tested, verified, and validated experimentally. 

• EVs integration with the utility grid: novel techno-economic scenarios and case studies 

have been implemented and investigated using the integration between the EVs and the 

utility grid to optimise the EVs charging demand and the utility grid load demand as 

follows: 

a) A novel hierarchal framework model for electric vehicle charging station 

(EVCS) aggregators is proposed to achieve a high EVCS revenue and minimum 

charging tariff using the mixed integer linear programming (MILP) and Markov 

decision process reinforcement learning technique (MDP-RL). Besides 

organizing and scheduling the EVs while entering the station during the day 
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using MILP to satisfy the balance between the generated and consumed powers 

and minimizing the peak load charging demand. 

b) A vital development of a central aggregator to utilise the EVs stochastic parking 

across the day throughout the vehicle-to-grid (V2G) and grid-to-vehicle (G2V) 

technologies. The proposed model minimized the battery degradation cost while 

maximizing the revenue of the EV owner using the V2G technology and 

ensuring a sufficient grid peak load demand shaving using the genetic algorithm 

(GA). 

1.5 Significant Contribution to Knowledge 

The major contributions of this research have been published in 8 top-tier journals and 

conference papers in the publications listed above and represented briefly in the following main 

bullets: 

• The Off-Board Charging Scheme:  

a) The experimental influence of different ambient temperatures and relative 

humidity on the charging process is investigated through the charging interval 

time, current, and terminal voltage while charging by the CC-CV protocol. 

Where the relative humidity impact on the charging process wasn’t concluded 

in the literature survey however the total charging interval time was reduced by 

23.54% while fixing the temperature and increasing the relative humidity.  

b) Classification and recognition of the EV battery at the corresponding operating 

temperature and relative humidity are implemented using the FFBP-NN. The 

accuracy for the overall network reached 83.2%. 

c) A full charging estimation of the CC-CV fast charging protocol represented in 

the total charging interval time, charging current and battery terminal voltage is 

obtained using the FFBP-NN. The error between the simulated and measured 

terminal voltage reached 1%. 

d) Effective identification of the battery dynamic behaviour is obtained using the 

HW non-linear identification model. The maximum error between the measured 

experimental data and the simulated model of the battery terminal voltage 

reached 0.05V. 

e) Novel techniques based on the MSCC charging protocol using the COA are 

proposed and compared with the conventional CC-CV charging protocol. The 

charging interval time was reduced by 22.45% and the energy loss is reduced 

by 10.408% concerning the CC-CV charging protocol. 

• The plug-in EV off-board controllable charger:  

a) The NNPC supported by the LSTM model is implemented to enhance the 

transient performance of the charger and compared with the PID and FLC 

controllers. The battery charging settling time reached 1 ms and the terminal 

voltage ripples reached 1 mV using the NNPC-LSTM controller. 
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• EVs integration with the utility grid: the EVs are represented by the electric vehicle 

charging station and stochastic parking during the day. The aggregator has substantial 

roles to optimize the integration between the EVs and the utility grid could be 

represented as follows. 

a) Organizing and scheduling the EVs while entering the EVCS during the day 

using MILP to satisfy the balance between the generated and consumed powers. 

The proposed methodology is based on selecting an appropriate and accurate 

time to plug in the electric vehicle to be fully charged (94% SOC) according to 

the specification of the EV battery to ensure the satisfaction of the driver. 

b) Minimizing the peak load demand occurred due to the DC fast charging and 

consequently flatting the difference between the power generated from the 

RESs and power consumed by the EVCS. As the peak demand is reduced, the 

generation capacity of the RESs and utility grid will not be overstretched, and 

system stability would be improved. The EV charging peak load demand was 

reduced by 3.31% (4.5 kW) and the load factor increased by 3.1276%. 

c) Maximizing the profit of the EVCS while minimizing the EVs’ charging tariff 

which is considered a conflicting objective function using the manoeuvring 

capability of the switches between the renewable energy sources and the utility 

grid. The status of each switch is perfectly predetermined using the MDP-RL 

and compared with MILP and traditional operation. The revenue using the 

MDP-RL reached 20.10% however the EV charging tariff increased by 15.03%. 

d) Utilizing the EVs stochastic parking during the day in order to minimize the 

utility grid load demand while minimizing the EV battery degradation cost and 

EV owner tariff using the G2V and V2G technologies based on the GA. The 

degradation cost was reduced by 40.9256% while increasing the SOC by 

27.77% and the utility load demand decreased by 26.5% (371 kW)  

1.6 Structure of thesis 

The work chapters of the thesis are structured as follows:  

Chapter 2: an in-depth investigation of the current literature on EV's fast charging protocols 

represented by small-scale lithium-ion batteries, control systems used in the chargers, and the 

methodologies used in the integration between the EVCS or any parking pile and utility grid. 

The gap in the literature is supported by tables to emphasize the main parameters that will be 

improved and investigated in this thesis. 

Chapter 3: presented a novel EV fast charging protocol using AI: towards Vehicle-to-Grid 

integration through a full investigation of the ambient conditions (temperature and relative 

humidity) in the charging process accompanied by classification, recognition, identification, 

modelling and estimation of the battery's dynamic behaviour. 

Chapter 4: proposed CAD, design, and development of EV charging protocol using AI for 

fast charging under dynamic environment. New techniques based on the multi-stage charging 

current (MSCC) charging protocol are proposed and compared with the conventional constant 
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current-constant voltage (CC-CV). In addition, an off-board smart charger is controlled using 

the neural network predictive controller to have the optimum charging transient performance. 

Chapter 5: included the system integration, testing, validation, and verification. Various 

insightful integration scenarios and case studies between the EVs and utility grid are proposed 

throughout the charging and discharging processes using the grid-to-vehicle (G2V) and 

vehicle-to-grid (V2G) technologies.  

Chapter 6: declared the conclusions, major findings, recommendations, and future work. 

Appendix A: stated the MATLAB source code of the proposed fast charging techniques using 

the multi-stage charging current (MSCC) protocol based on the cuckoo optimization algorithm. 

Appendix B: introduced the complementary tables to the methodologies used in the thesis.  
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2 Chapter 2 

Literature Review 

 

2.1 Introduction 

Electric Vehicles (EVs) are gaining strong momentum in the vehicle market due to their low 

price compared with conventional vehicles, low greenhouse gas (GHG), low emissions, low 

dependency on fossil fuels, low noise, and increasing climate and environmental awareness [1, 

7]. According to the report in [8], there were 10 million electric vehicles in the world at the end 

of 2020. In the first quarter of 2021, EV sales rose by 140% compared to the same period in 

2020, despite the global pandemic (COVID-19). 

In this chapter, an overview of different research tracks concerning EVs is presented; see Figure 

2-1. We will review the state of the art of the EV connection to energy source categories, 

charging standards, charging methodologies, modelling of the lithium-ion battery, scrutinizing 

the various fast-charging protocols, implementation of the corresponding charging protocol, 

and the aggregator roles in connecting the EVs to the utility grid. 

 
Figure 2-1 Overview of the electric vehicle (EV) research tracks. 

EVs are divided into four main categories based on their connection to energy sources, namely 

plug-in hybrid electric vehicles (PHEVs), hybrid electric vehicles (HEVs), battery electric 



Chapter 2 

11 

 

vehicles (BEVs), and fuel cell electric vehicles (FCEVs) [9, 10]. PHEVs and HEVs depend on 

both electrical and internal combustion engines; BEVs require EVs that only run with electrical 

energy; and FCEVs use the onboard generation of hydrogen to reduce hydrogen storage and 

handling issues [11-13]. 

The authors in [14] predicted that around 130 million private chargers and 13 million public 

chargers will be needed by 2030 to fulfil the energy demand of different types of EVs. To 

facilitate this advancement, there is a direct need to invest in charging infrastructure. Chargers 

must be structured to charge EVs according to the standard set by international institutions such 

as the International Electrotechnical Commission (IEC), the Society of Automotive Engineers 

(SAE), and CHAdeMO [1, 15]. EV standards, according to IEC-62196, SAE-J1772 and 

CHAdeMO, are provided in [1, 16-19]. Those standards are proposed in Table 2-1, and 

categorized based on the available maximum power rating, voltage, maximum rating current, 

and charging time.  

Charging methodologies are classified into three main categories, namely conductive charging, 

wireless charging (WC), and a battery-swapping station (BSS) [13]. The battery can be charged 

anywhere, from an electric vehicle charging station (EVCS) to separate street chargers, 

workplace chargers, and private in-home chargers. The conductive charging technique depends 

on the advancement of the EV, which can have on-board and off-board properties. On-board 

chargers are widely known as AC chargers, which can be single-phase Level 1 and Level 2, as 

defined in SAE-J1772, and three-phase AC charging, as defined in SAE-J3068. Off-board 

chargers are referred to as DC chargers, which ensure higher charging current rates, as defined 

in SAE-J1772-Combo/CHAdeMO standards [20-22]. Wireless charging (WC) allows EVs to 

charge without any physical contact or cable connection between the supply and the battery 

[23, 24]. Battery-swapping stations (BSS) are stations where an empty battery can be replaced 

with a fully charged battery within a few minutes [25, 26].   
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Table 2-1 Charging rates of IEC standards, SAE standards, and CHAdeMO. 

Charging 

Levels 

Maximum Power 

Rating (kW) 
Voltage (V) 

Maximum Current 

Rating (A) 
Charging Time 

IEC-62196 Standard [1] 

AC Level 1  
3.8 230–240 V AC 

16 

NA 

7.6 480 V AC 

AC Level 2  
7.6  230–240 V AC 

32 
15.3 480 V AC 

AC Level 3  
60 230–240 V AC 

32–250 
120 480 V AC 

DC  400 600–1000 V DC 250–400 

SAE-J1772 Standards [27] 

AC Level 1  1.9 120 V AC 16 
PHEV: 7 h 

BEV: 17 h 

AC Level 2  

3.3 

240 V AC 80 

PHEV: 3 h 

BEV: 7 h 

7 
PHEV: 1.5 h 

BEV: 3.5 h 

20 
PHEV: 22 min 

BEV: 1.2 h 

DC Level 1 40 200 to 500 V DC 80 
PHEV: 22 min 

BEV: 1.2 h 

DC Level 2  Up to 100 200 to 500 V DC 200 
PHEV: 10 min 

BEV: 20 min 

CHAdeMO [1, 28] 

DC Fast 

Charging 
400 400 DC 200 20 min 

2.2 Electric Vehicle Batteries 

Several batteries manufacturing technologies are widely approved by companies at the 

manufacturing level such as Lead acid (Pb-acid), Nickel Cadmium (NiCd), Nickel-Metal-

Hydride (NiMH), Sodium Nickel Chloride (NaNiCl), and Lithium-ion (Li-ion) batteries [29, 

30]. Pb-acid batteries are considered the oldest type of batteries and have low energy/weight 

and energy/volume ratios, which is a disadvantage due to the presence of lead in their 

construction. NiCd batteries have the highest number of cycles, but the use of cadmium in their 

construction is considered harmful to the environment, animals, and human health. NiMH 

batteries have a lack of memory effect, which affects the maximum load capacity of the battery, 

but they have low energy storage capacity and a high self-discharge coefficient. NaNiCl 
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batteries have the advantage of working at high temperatures of 270-350°C; however, they 

have issues related to safety during operation and storage for long periods. Li-ion batteries have 

the advantages of high-power storage capacity, low self-discharge rate, thermal stability, high 

nominal voltage, and good energy density/weight ratio. However, they have a very low 

overcharge tolerance and high cost. The main source of lithium-ions in Li-ion batteries is the 

positive electrode material or the cathode. The types of cathode materials include lithium cobalt 

oxide (LiCoO2), lithium manganese oxide (LiMn2O4), lithium iron phosphate (LiFePO4), 

lithium nickel manganese-cobalt oxide (LiNiMnCoO2), lithium nickel cobalt aluminium oxide 

(LiNiCoAlO2) and lithium titanate (Li4Ti5O12). Li-ion batteries can be packed in two major 

formations, which are metal cans in cylindrical or prismatic shapes or laminate films (stacked 

cells) that are called Lithium-ion polymer batteries, where a gel or polymer is often used to 

prevent the electrolyte from leaking. Lithium-ion polymer batteries have the advantages of high 

energy density (Wh/kg), high energy/volume coefficient (Wh/L), and high power/weight 

coefficient (W/kg) compared to other types of Li-ion batteries; however, they become unstable 

when overloaded or discharged below a certain limit [29].  

In this thesis, all the algorithms and methodologies are implemented using Lithium-polymer 

ion batteries while avoiding heating and degradation, which can result from exceeding the 

limits of charging and discharging processes [29, 30]. In addition, the charging and discharging 

procedures are implemented within the acceptable temperature range of 25°C to 70°C, where 

high temperature accelerates side reactions and electrode degradation [3, 31], and low 

temperatures make a drop in active material, increase internal resistance, reduce energy and 

power capacity, and leads to lithium plating [32, 33], as will be explained in the following 

sections. Overcharging and over-discharging are also considered to avoid heating inside the 

battery, cracking the solid electrolyte interface (SEI), and loss of active area inside the battery 

[34, 35]. Increasing the charging current accelerates battery ageing disproportionally, leading 

to capacity and power fade while posing an unacceptable safety hazard during operation [36]. 

Several protocols have been developed to solve the dilemma between charging speed, battery 

surface temperature, and battery ageing. In addition, car manufacturers have targeted faster 

charging times by calculating the charging time in km/min to achieve a more user-oriented and 

comparative figure over different vehicle sizes [36]. Unfortunately, these ideas usually pose 

several trade-offs, in reality, especially the slow charging rate which is considered one of the 

major limitations [36-38].  

Hence, the lithium-ion batteries from the electrical perspective (modelling, fast charging 

protocols, and temperature and relative humidity impact on the charging process) are 

investigated to reveal the research gap and focus on our contribution in the corresponding area. 

The trailing section scrutinizes the comparison between the methodologies used for each 

protocol in a fair comparison where the main contributions of this review are as follows: 

a) Clearly and systematically presents and classifies various charging protocols and the 

main controllable input and output parameters for each. 

b) Reveals a full comparison between the sub-charging methodologies of each charging 

protocol and the impact on the charging time, efficiency, and energy loss. 
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c) Define new up-to-date strategies depending on the power management, thermal 

management, and material aspects. In addition, full identification of the pros and cons 

of each protocol is stated clearly which may lead the researchers to improve the existing 

protocols. 

2.3 Lithium-Ion Battery Fast Charging Protocols 

Rechargeable Lithium-ion batteries are the intrinsic technology of EVs and they are 

commercialized for energy storage devices due to their high energy density, low self-discharge 

rate, high efficiency, fast charging capability, and longer lifespan [39-41]. However, Li-ion 

batteries are sensitive to fast charging which accelerates the ageing effect and capacity loss [20, 

42]. The charging processes can be influenced substantially by the manufacturers throughout 

realizing and implementing a specific charging protocol, that combines the charging time, 

capacity, and cycle life [43, 44]. The following subsections will provide an overview of the 

various categories of charging protocols and their characteristics, pros, and cons. However, the 

experimental procedures for each protocol vary among the publications, which impedes a direct 

comparison. Due to the different cell types that have been used in the experiments, no 

dependencies are revealed between the charging protocol and cell type. After an extensive 

literature review of different charging protocols, it is observed that no detailed fair comparison 

of the various types of charging protocols because of the various lithium-ion batteries capacity 

used in each research. 

Before discussing the different categories of the charging protocols, the dynamic behaviour of 

the Lithium-ion battery has to be established throughout various models based on mathematical 

equations and/or collected data [45]. The most common models used are the electrochemical 

mechanism model which describes the internal chemical process of the battery, the equivalent 

circuit model which represents the chemical nature as electrical components, and the data-

driven model which includes artificial neural network, support vector machine, black box, etc. 

[45-48]. Electrochemical models can describe the battery chemistry through the reactions that 

take place in the electrodes and the electrolyte deployed and they can be categorized as Single 

Particle Model (SPM) [49, 50], Pseudo-two-Dimensional (P2D) model [51, 52], 

comprehensive capacity degradation model [53]. Equivalent Circuit models such as the Rint 

model, Partnership for a New Generation of Vehicles (PNGV) model, Thevenin model, 

modified Thevenin model, RC first-order transient, RC second-order transient model, and RC 

cascaded transient model [37, 54-56]. Finally, the Data-driven model consists of the black-box 

model that is considered as a linear and nonlinear mapping function of the terminal voltage 

instead of the description of the electrochemical physics process of the battery, machine 

learning techniques with pattern recognition, clustering, and classification, and artificial neural 

network which employed to predict the charging and discharging behaviour of the battery, etc. 

as stated in [45]. 

Fast charging protocols are targeting minimum charging time, optimum efficiency, effective 

cycle life, and minimum charging loss. Researchers are seeking to eliminate the high C-rate 

charging and high depth of discharge (DOD) range which increase the loss of active material 

and reform the solid electrolyte interphase (SEI) at the surface of the electrode, hence resulting 
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in increasing the internal impedance and minimizing the capacity of the battery [57-59]. In 

addition, researchers recommended avoiding overcharge and over-discharge of the battery 

which cause unwanted heating inside the battery, therefore cracking the SEI and loss of active 

area inside the lithium-ion battery, and minimizing the number of ions participating in 

electrochemical reaction respectively [34, 35]. The efficiently designed and high-quality 

charging protocol not only reduces the charging time but will also improve the performance of 

the battery, energy conversion efficiency, and lifespan, and reduce energy loss.  

The main lithium-ion battery fast charging protocols could be expressed in Figure 2-2. The 

protocols can be split into power management which depends on the topology of applying the 

voltage and current during the charging process, thermal management which manipulates the 

temperature of the lithium-ion battery while charging, and the material aspects which pertain 

to the electrolyte modifications (concentrated electrolyte and low viscosity additives). The 

most up-to-date articles in each category will be discussed in the following subsections. 

 
Figure 2-2 Main fast-charging protocols of the Lithium-ion battery. 

2.3.1 Constant Current Constant Voltage (CC-CV) Protocol 

The power management charging protocol is depending on charging the lithium-ion battery 

with various current and voltage topologies to ensure fast charging, minimum charging loss, 

high efficiency, and lifespan. An investigation for each protocol will be introduced in this 

chapter starting from the CC-CV protocol. 

CC-CV is considered the traditional charging protocol for lithium-ion batteries. CC-CV 

method is based on charging the battery with a constant charging current until the voltage 

reaches the cut-off value and then the voltage is held constant while the current decays to the 

minimum value as expressed in Figure 2-3. This protocol is efficient with a battery 

management system (BMS) [60], easy to implement, needs simple requirements, and avoids 

overcharging due to the constant voltage mode. However, it is so conservative due to the long 

charging time while gradually reducing the current density to 0.1C [61], low efficiency, and 
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short battery runtime [62, 63]. The authors in [64] revealed that the CV charging stage can 

cause degradation whenever the voltage exceeds the cut-off voltage.  

 
Figure 2-3 Schematic diagram of the Constant Current-Constant Voltage (CC-CV) Protocol. 

2.3.2 Multi-Stage Charging Currents (MSCC) Protocol 

Researchers are seeking protocols to reduce the charging time and the degradation compared 

to the CC-CV method. In the multi-stage charging currents protocol, the battery is charged by 

a multi-stage of different currents and the lifetime extends without a degradation impact. Many 

algorithms and techniques have been implemented for multi-stage constant current charging of 

the lithium-ion battery to reduce the charging time, reduce the energy loss and improve the 

charging efficiency. However, it is time-consuming to find the optimal charging strategy 

throughout charging and discharging experiments. Recently, lithium-ion batteries dominate all 

modern technologies according to their high voltage variety, low charging rate, low self-

discharging rate, long life cycle, and high energy efficiency [65-67]. Due to the dynamic 

characteristics and complex behaviour of the lithium-ion battery, knowledge of its various 

equivalent circuit models is an essential step to understand its performance [68-72]. 

The charging process in [73] is split into 𝑛 stages of constant current (CC) [𝐼1, 𝐼2,…, 𝐼𝑛], which 

are combined with 𝑛 voltage thresholds [V1,V2,…,V𝑛], which control the end of each CC 

stage. An optimization algorithm is formulated by the fmincon MATLAB function to estimate 

the parameters of MSCC protocol where the number of stages is set to 𝑛=10. MSCC is 

investigated and compared with the CC-CV charging protocol at different chosen temperatures 

of 5°C, 25°C, and 45°C representing a cold, mild, and hot climate, respectively. An optimal 

charging pattern is implemented in [74] of 5 MSCC and the Grey Wolf Optimization algorithm 

(GWOA) is used to find the optimal charging current for each stage. An improvement in the 

charging time, maximum temperature rise, and charging efficiency is ensured in this article. 

The advantages of the GWOA are including a few parameters, easy implementation, and a 

special capability to strike the balance between exploration and exploitation during the 

searching process. The charging current stage using GWOA is changed whenever the battery 

voltage reaches the cut-off voltage, and these procedures are repeatable till the change in 

voltage is minimized as shown in Figure 2-4-a. 

Multistage constant current-constant voltage protocol (MCCCV) based on particle swarm 

optimization algorithm is proposed in [75] where three strategies are proposed: a fast charging 
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for motorway driving (ageing loss of the battery is not considered β=1), minimum ageing 

charging for family use (β=0), and a balanced charging for daily use which expressed by Pareto 

frontier boundaries plot. MCCCV method are the battery is first charged at constant current till 

the voltage reaches cut-off voltage then a new set of charging currents is applied accordingly, 

till the SOC of the battery reaches ≥ 90% then finally the constant voltage stage is implemented. 

Also, the authors in [76]  used the Particle Swarm Optimisation (PSO) algorithm with the 

strategies in [75]. The Taguchi-orthogonal method has been employed in [77] to search for an 

optimal fast-charging 5-stage pattern. The Taguchi method is based on experimental analysis 

to avoid complicated modelling of the lithium-ion battery. In [78] the Taguchi-orthogonal-

based particle swarm optimization (TPSO) algorithm has been utilized using four MSCC 

protocols and the results were compared with five MSCC protocols. It is concluded that 4 or 5 

MSCCs do not have a significant impact on the charging time and efficiency. The multi-

objective particle swarm optimization (MOPSO) method based on the Pareto front has been 

used in [79]. The optimum solution is selected using the technique for order of preferences by 

similarity to the ideal solution (TOPSIS). 

To prevent the voltage from rising to the cut-off voltage level during the charging process, 

multilevel multistage constant current-constant voltage superfast charging (ML MCC-CV) 

method has been implemented in [80]. The initial charge mode is set to trickle mode to avoid 

battery damage. When the voltage of the battery is within the normal operating range (≥ 3V) 

ML MCC-CV charging starts as shown in Figure 2-4-b where the charging voltage and current 

are set to be 4.1V and 10C, respectively. Whenever the battery voltage reached ≥ 4.1V a charge 

voltage of 4.15V and CC of 5C are applied. Finally, when the voltage reached ≥ 4.15V a 

charging voltage of 4.2V and CC of 2C is implemented till the end of charging. 

In [81] large-scale EV battery with a capacity of 50kW has been charged from 20% to 90% 

SOC using the constant power constant voltage (CPCV) method and the results are compared 

with the conventional CC-CV charging protocol. It is concluded that optimal power charging 

can reduce energy loss and 9% of the cost compared to the existing fast-charging conventional 

mode. Such power management approaches based on MSCC are often motivated by reducing 

heat generation, avoiding lithium plating, avoiding overcharging, and reducing mechanical 

stresses when the diffusion of Li+ ions is constrained[82]. However, the MSCC protocol 

requires a full estimation of all the internal equivalent parameters of the electric circuit used in 

modelling [67].  
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(a) (b) 

Figure 2-4 Schematic diagram of the Multi-Stage Charging Current (MSCC) Protocol. 

In the multi-stage charging current technique, the battery is charged by a multi-stage of 

different currents. Many algorithms and techniques have been implemented for multi-stage 

constant current charging of the lithium-ion battery in Table 2-2 such as Particle Swarm 

Optimization (PSO) based Fuzzy Logic, Consecutive Orthogonal Arrays, Correcting Slope 

Iteratively, Taguchi Approach, Ant Colony algorithm, Optimal charge pattern (OCP), Balance 

of Internal Consumption and Charging Speed, PSO, Negative pulse, Boost-charging, and 

Dynamic programming algorithm. Previous researchers used various methodologies to study 

the charging process, such as the type of model used, the charging time or/and energy 

consumption, charging efficiency performance, charging capacity, and several tests and stages, 

which are summarized in Table 2-2.  
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Table 2-2 Comparison between algorithms presented in the literature survey using the multi-stage charging current 

(MSCC) protocol, and Thermal Management Protocol. 
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2.3.3 Thermal Management Protocols 

Thermal management charging protocol is depending on the control of the ambient and cell 

(battery) temperatures while the charging process. Due to battery temperature being considered 

a key degradation metric, a new fast-charging constant temperature constant voltage (CT-CV) 

protocol has been presented in [83] and represented in Figure 2-5. The CT-CV protocol is based 

on applying an initial current reached 2C of the battery and then an exponentially decaying 

current profile till 1C, whenever the battery voltage reaches 4.2V, the current starts decaying 

till 0.1C as shown in Figure 2-5. Where 𝑡𝑝𝑘 is the time for which the initial charging current is 

held at its peak value (2C) and 𝑡𝑐𝑣 is the time at which the CV mode is reached. To maintain a 

constant temperature, the Proportional-Integral-Derivative (PID) conventional controller is 

utilized with the aid of a feed-forward term. 
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Figure 2-5 Schematic diagram of the Constant Temperature Constant Voltage (CT-CV) Protocol. 

Due to the complexity of the working environment and the sensitivity of lithium-ion batteries 

specifically in EVs where temperatures vary according to the ambient conditions, researchers 

investigated the impact of variable ambient temperature on the optimal cycle rate of the 

lithium-ion batteries in [31, 87-89]. It is concluded that the performance of the batteries is 

depending on the surrounding temperature and to gain maximum efficiency, the battery must 

be charged within an acceptable temperature range [90, 91]. 

In [84] Pontryagin’s Minimum Principle (PMP) is implemented in fast charging to solve the 

optimal control framework to minimize the charging time and ohmic heat generation. In [85] 

1RC transient equivalent circuit, power loss model, and thermal model have been built. The 

integrated fitness function is formulated to minimize the energy loss and temperature increment 

during the charging process where the parameters have been estimated by the genetic algorithm 

(GA). In [86] two-stage constant current (2SCC) charging protocol without constant voltage 

(CV) charge has been introduced. The 2SCC is based on applying different levels of currents 

and combinations to a pseudo-two-dimensional (P2D) electro-chemical-thermal coupled 

model. The proposed protocol studied the thermal behaviour and energy efficiency of a lithium-

ion battery for 30-minute charging with an 80% rated capacity. To limit the degradation of the 

battery, it is recommended in [73] to limit the temperature not exceeding 50°C, the surface 

temperature not rising more than 15°C, and the current charging level not exceeding 3C 

capacity of the battery. 

Ultrafast charging is proposed on 209Wh/kg pouch cells lithium-ion battery in [92] using the 

asymmetric temperature modulation (ATM) method. The battery is charged with an initial 5% 

SOC to 88% SOC in almost 5 mins retaining 97.7% capacity after 1,000 cycles. In addition, 

the ATM method is preventing lithium plating within the range of 30-90% SOC and slows 
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down capacity fade by raising the usable capacity by 10%. The ageing behaviour of cycled Li-

ion batteries within a wide temperature range -20°C to 70°C is investigated in [31]. In this 

temperature range of -20°C to 25°C, the ageing rate increases with a decrease in temperature 

from its nominal value. In the other range of 25°C to 70°C, the ageing rate increases with an 

increase in temperature from its nominal operable value. The influence of low ambient 

temperatures on lithium-ion battery performance was examined in [32, 33], where a drop in 

activity and amount of useable active material, as well as an increase in resistance, resulted in 

a decrease in operating voltage and energy supplied. 

It is concluded that temperature is a main critical barrier in the fast-charging process where Li-

ion batteries are strongly impacted by temperature change. The acceptable temperature range 

of thermal management, performance, and safety of the li-ion batteries is from 20°C to 60°C 

[93]. Battery Kinetics is sluggish at low temperatures while ageing accelerates at high 

temperatures [94]. Charging at low ambient temperatures leads to lithium plating [95, 96]. So 

it is recommended to enhance the cold-climate charging ability by pre-heating the batteries 

such as in [94]. In addition, a multilayer nickel foil is embedded into the battery and used as a 

heater and sensor where the SOC reached 80% within 15 mins at a -50°C and the preheating 

process derived the 9.5Ah pouch cell from -50°C to room temperature 25°C within 1 min. In 

contrast, high temperatures accelerate side reactions and electrode degradation [3]. Hence, the 

thermal management system is mandatory during charging, else the battery could reach abuse 

conditions and trigger the uncontrollable release of heat due to exothermic reactions and 

catastrophic hazards [97, 98]. 

The performance of batteries at higher temperatures of 26°C and 70°C has been investigated 

in [87] and it is observed that the charging capability of the batteries at 70°C is relatively higher 

than that of the 26°C. Moreover, it is noticed that with an increase in cycle rate, the degradation 

behaviour is worsened. In [88] the effect of electrode porosity on lithium plating and the 

performance of the battery while charging and discharging protocol at the range from 20°C to 

50°C temperature have been scrutinized. The performance of the lithium-ion battery at elevated 

ambient temperatures of 50°C, 60°C, and 70°C was investigated by [89]. In addition, the 

application of phase change material (PCM) under these conditions was studied in the thermal 

management of the battery. It is observed that heat generation of the battery decreases with the 

increase of ambient temperatures and the decay rates of batteries under high-temperature 

circumstances accelerated greatly.   

One of the hypotheses of this research is that any change in ambient temperature is 

accompanied by a variation in relative humidity (RH) which affects the electrical and thermal 

behaviour of lithium-ion batteries. Very few researchers investigated the humidity effect on 

lithium-ion batteries such as Guo et al. [99] investigated the performance of Li-O2 batteries in 

pure/dry O2. The humidity effect on the reactions inside the battery has been analysed in two 

conditions, Pure O2 with an RH of 15% and ambient air with an RH of 50%. In [100] the high 

temperature and high humidity storage behaviours of LiNi0.6CO0.2O2 cathode material were 

scrutinized where a great degradation in electrochemical performance after being stored at 

55°C and RH of 80%.  
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The articles that used thermal management protocol and MSCC protocol have been 

summarized in Table 2-2 from the perspective of the charging time, energy consumption, 

charging efficiency performance, maximum applied current, cycling, and temperature rise. 

2.3.4 Pulse Charging Current (PCC) Protocol 

As an alternative to the CC-CV and MSCC protocols, periodically changed current protocols 

which are called pulse charging current (PCC) protocols have been utilized in the charging 

process of lithium-ion batteries. PCC depends on the control parameters of the duty cycle, 

frequency, and peak amplitude of the charging current pulses. PCC is implemented in the 

charging process of lithium-ion to speed up the charging rate, heating the battery at low-

temperature conditions, and inhibiting the growth of lithium dendrites [61]. The reason is 

eliminating concentration polarization, increasing the power transfer rate, and removing the 

constant voltage mode [101].  

PCC can be categorized into positive pulsed charging current protocol (PPCC), negative pulsed 

charging current protocol (NPCC), and bidirectional pulsed charging current protocol (BPCC) 

as described in Figure 2-6. 

 
Figure 2-6 Overall schematic diagram of the Pulse Charging Current (PCC) Protocol. 

2.3.4.1 The Positive Pulsed Charging Current (PPCC) Protocol 

Standard PCC protocol is depending on the charging current pulses alternating with high and 

low current values, frequency, and duty cycle. The impact of charging using this protocol is a 

reduction in diffusion resistance, better active material utilization, improved cycle life, and 

reduced charging time as the constant voltage phase becomes redundant [101, 102]. Standard 

PCC is categorized into constant rest periods with constant amplitude current pulses where 

𝐼𝐿𝑜𝑤 = 0𝐴 as expressed in Figure 2-7-a, constant current pulses with different rest periods as 

in Figure 2-7-b, decaying current pulses with constant rest periods as in Figure 2-7-c, current 

pulses consisting of two different charge steps vary between predetermined currents 𝐼𝐻𝑖𝑔ℎ and 
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𝐼𝐿𝑜𝑤  as in Figure 2-7-d where 𝐼𝐿𝑜𝑤 is 20% of 𝐼𝐻𝑖𝑔ℎ , and different pulse charge voltages [102, 

103] as shown in Figure 2-7-e. The mentioned methodologies of the standard PCC protocol 

allow the lithium surface concentration to reach a high level early in the charging cycle [102].  

It is stated that the capacity and power density decreases simultaneously while energy 

efficiency drops as overpotential is increased[103]. Consequently, the decrease in the capacity 

of the cell leads to performance degradation. In [62] the performance of the lithium-ion battery 

has been investigated throughout various duty cycles of 20%, 50%, and 80%, at different 

frequencies 0.1 kHz, 1 kHz, 6 kHz, 12 kHz, 50 kHz, and 100 kHz. The orthogonal arrays (OA) 

method is used to solve the big experimental domain to find the optimal parameters 

combination. The remaining battery capacity after 400 full cycles (charge/discharge) at room 

temperature is almost 81%, and 75% for both pulsed charging current and CC-CV protocols, 

respectively.  

It is concluded that at 50% duty cycle a better energy efficiency is obtained and a 25% less 

efficiency is obtained at 20% duty cycle. In addition, frequencies less than 6 kHz and greater 

than 50 kHz produced longer charge times, and energy losses were minimized especially at 12 

kHz, thereby resulting in improved performance with an increase in the cycle life compared to 

the CC-CV protocol. Also, it is observed that the higher the peak current, the faster the charging 

time obtained, safety circuits implemented to prevent overcharging and overvoltage conditions, 

and a good cooling system should be applied due to the increase in battery surface temperature.   
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(a) (b) 

  

(c) (d) 

 
(e) 

Figure 2-7 Types of the Standard Positive Pulsed Charging Current (PPCC) Protocol; (a) standard 

protocol with equal duty cycle, (b) standard protocol with various duty cycles, (c) standard protocol 

with decaying current, (d) standard protocol with upper and lower current limit, and (e) different 

pulse charge voltages. 

The Pulse Charging Current-Constant Voltage (PCC-CV) protocol is depending on a sequence 

of pulse charging currents for a specific interval time then followed by a constant voltage stage 

till full charging capacity is reached as shown in Figure 2-8-a. The PCC-CV has been proposed 

in [104] to study the capacity fading and service life of lithium-ion batteries under different 

charging-discharging strategies which reflects on the growth of solid electrolyte interphase 

(SEI). Compared with the CC-CV protocol, the PCC-CV revealed better cyclic performances 

because of the smaller average currents.  

In the Constant Current-Pulse Charging Current (CC-PCC) protocol, the lithium-ion battery is 

charged with a constant current (CC) mode till reaching a predetermined voltage level then the 

CC mode is switched to pulsating charging current mode as shown in Figure 2-8-b. In [43] the 

Constant Current-Pulse Charging Current (CC-PCC) protocol has been proposed. Rectangular 
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current pulses with a constant duty cycle of 50% were specified and utilized to avoid distortions 

due to different mean charging currents reflected by reducing the charging current or increasing 

the pause lengths. However, it is concluded that the CC-PCC protocol leads to a longer 

charging time than the CC-CV protocol.  

  
(a) (b) 

Figure 2-8 (a) Pulse Charging Current-Constant Voltage (PCC-CV) protocol, and (b) Constant 

Current-Pulse Charging Current (CC-PCC) protocol. 

A comparison between the different categories of the positive pulsed charging current (PPCC) 

protocol is presented in Table 2-3. Herein, it is concluded that all the proposed methodologies 

of the PPCC protocol almost have the same effect on the cycle life while used in the charging 

process. 

Table 2-3 Comparison between different types of Positive Pulsed Charging Current (PPCC) 

Protocol. 

Protocol Type 
Duty 

Cycle 
Frequency 

Compared 

with 
Impact 

Standard PCC based on 

Orthogonal arrays [43] 
50% 12 kHz CC-CV + 100 cycle life 

Standard PCC [105] 

50% 25 Hz 

CC-CV 

Same cycle life 

50% 1 Hz 

Same cycle life, only 

a somewhat faster 

capacity fade can be 

observed 

Pulse charging current constant 

voltage (PCC-CV)[104] 
50% 0.02 Hz CC-CV Same cycle life 

Constant Current-Pulse Charging 

Current (CC-PCC)[43] 
50% 2.5 Hz CC-CV Same cycle life 

 

2.3.4.2 Bidirectional Pulsed Charging Current (BPCC) Protocol 

Low-temperature charging is considered a major challenge for lithium-ion batteries due to their 

degradation and cycle lifespan [101]. Charging at low temperatures is increasing polarization, 



Chapter 2 

29 

 

affecting capacity, causing an internal short circuit, and the possibility of lithium plating. 

Herein Joule heat is used to generate self-heat by the internal resistance of the battery and 

eliminate heat loss from any external heating equipment [101]. PCC protocol is used to worm 

up the battery from -10°C to 3°C firstly and then the charging is switched to the CC-CV 

protocol [101]. Herein bidirectional pulsed current is proposed to obtain the main data of the 

thermal action for comprehensively analysing heat generation characteristics and 

thermoelectric coupling model based on the second-order RC circuit to verify the basic 

principle [106]. The bidirectional pulsed current increases heating speed, consequently 

decreasing the risk of lithium plating and ensuring safety. It is concluded that whenever the 

bidirectional pulsed current method is implemented, at low temperatures, a high current rate, 

and overcharge or discharge will not significantly affect the life span or increase the safety risk 

of lithium-ion batteries. BPCC protocol has different implementation types as shown in Figure 

2-9 based on the existing interval time between the positive and negative pulses [106]. 

Normally the negative current helps in reducing the polarization voltage caused by the positive 

pulses and makes it polarized in the opposite direction as stated in [107]. 

 
 

(a) (b) 

Figure 2-9 Different types of the ideal bidirectional pulsed current. 
 

2.3.4.3 Negative Pulsed Charging Current (FCNP) Protocol 

The negative pulse fast charging method (FCNP) is analysed in [108] and ensured ion recovery 

from metallic lithium, hence the capacity loss is minimized however same charging speed is 

obtained compared with the CC charging protocol. In addition, FCNP limits side reaction 

throughout anode potential, terminal cut-off voltage, and side reaction rate by incorporating it 

into a reduced-order electrochemical model (ROM) with an extended Kalman filter. A full 

comparison between the CC-CV at different capacities and FCNP is implemented on a pouch 

type of lithium-ion battery cell freshly charged and after various cycles and expressed in Table 

2-4. The charging time up to 100% SOC by FCNP is longer than that by 3C CC-CV charging 

protocol, however, it becomes shorter as degradation is in progress, particularly after 40 cycles. 

On the other hand, the capacity loss by FCNP is comparable with that by the 2C CC-CV 

charging protocol, which is approximately 23% less than that by the 3C CC-CV charging 

protocol after 60 cycles. 
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Table 2-4 A Comparison between the negative pulsed charging current and CC-CV protocol. 

 Up to 80% SOC 

fresh cell 

Up to 100% SOC 

fresh cell 

Up to 100% SOC 

after 20 cycles 

Up to 100% SOC 

after 60 cycles 

3C CC-CV 15.7 min 44 min 47.3 min 55.2 min 

2C CC-CV 22.8 min 56 min 56.1 min 59.2 min 

FCNP 16.6 min 49 min 51.1 min 52 min 

Pulse Charging Current Protocol with all its proposed categories reduces the risk of lithium 

plating, reduces the charging time, increases charging efficiency and battery lifespan[109], and 

reduces heating and degradation [20]. In addition, the risk that occurs due to the charging of 

batteries at low temperatures can be alleviated throughout this protocol. However, the main 

drawback is the complexity of the controller.  

The previous findings and the current challenges of the power management protocol with all 

its methodologies could be summarized by stating the advantages and disadvantages of each 

as introduced in Figure 2-10. 

 

Figure 2-10 The pros and cons of the power management protocol with all its categories. 

2.3.5 Material Aspects Charging Protocol 

An increased number of researchers are directed to Extreme Fast Charging (XFC) which 

mandates a charging rate equal to or greater than 6C [110]. XFC leads to cathode particle 

cracking, low active material utilization, electrolyte-electrode side reactions, and lithium 

plating at the anode. The mentioned cons can be summarized in electrode variability [110, 111].  

In [110] the cathode particle cracking and electrolyte modifications (concentrated electrolyte 

and low viscosity additives) limitations have been identified to ensure safety and stability 
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problems. In [112] an electrolyte additive trimethylsilyl isothiocyanate (TMSNCS) based on 

amino silane with a high electron-donating ability that can scavenge HF and PF5 has been 

proposed to solve the detrimental effects of LiPF6. Authors in [113] investigated the XFC 

performance for a cell with a low loading of 1.5 mAh.cm-2 and moderate loading of 2.5 

mAh.cm-2. It is concluded that the combination of increasing the battery temperature, reduction 

in the electrode tortuosity, and enhancement of the ion transport in the electrolyte are required 

to facilitate the CFC for high-energy lithium-ion batteries. Lithium bis (fluor sulfonyl) imide 

(LFDI) has been utilized in [114] to enable fast charging capability of high energy density 

because of its high conductivity and high lithium ion transference number compared to LiPF6 

salt. In addition, a physical-chemical model is introduced in [115] which improved the 

discharge rate capability of the lithium-ion cells throughout laser-structured graphite anodes.  

Fast charging protocols based on the changing in the material aspects and physical or/and 

chemical structures are interesting and require a detailed description and comparison to test, 

validate, verify, and evaluate the effectiveness of the corresponding charging protocol on the 

proposed Li-ion battery as mentioned in the review papers [110, 111, 116, 117]. However, it 

will not be mentioned in this thesis as we are focusing on the CC-CV and MSCC fast-charging 

protocols due to their easy implementation with simple requirements and fast-charging 

effectiveness.  

2.4 EV Battery Dynamic Behaviour, Classification, and Recognition 

Due to the high automobile electrification, network integration, and minimizing fuel 

consumption, EVs have been rapidly developed with their advantages of energy saving and 

environmental protection and automation improvement capability [118]. Battery packs, which 

are composed of hundreds of lithium-ion batteries, can provide enough energy for the regular 

work of EVs [119, 120]. However, there are still some challenges in the safety, cost, and 

charging operation at different temperatures [119]. In some countries such as Russia, Canada, 

China, and the USA, winter-driven EVs face a low charge and discharge capacity, lower 

voltage, and shorter cycle life [121, 122]. Fundamentally, at low temperatures, the rate of 

chemical reaction in lithium batteries will be slowed down, thus affecting the overall 

performance of batteries. In addition, lithium-ion batteries face lithium plating at low 

temperatures, which reduces the energy and power capacity and leads to battery degradation 

[123]. Temperature variation in the battery module occurred primarily due to the temperature 

rise of coolant along the flow path [124]. It is stated that the well-designed battery module 

should be capable of confining the battery temperatures between +15°C to +35°C in different 

regions, climates, and seasons [124]. It is perceived that the temperature is a main critical 

barrier in the fast-charging process where lithium-ion batteries are strongly impacted by the 

temperature change (caused by engines, environment and power electronic drive systems and 

the battery itself). Temperature change is reflected in the equivalent circuit model (ECM) 

parameters which depend on the pulse discharging signals and are composed of internal 

parameters such as the internal ohmic resistance, the electrochemical polarization internal 

parameters, and the concentration polarization internal parameters [75, 125, 126]. It is stated 

that the acceptable temperature range for thermal management, performance, and safety of 
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lithium-ion batteries is from 20°C to 60°C [93]. Very few researchers investigated the relative 

humidity (RH) effect on lithium-ion batteries, such as Guo et al. [99] investigated the 

performance of Li-O2 batteries in pure/dry O2. The RH affects the performance of the battery 

where the reactions inside the battery have been analysed in two conditions, Pure O2 with an 

RH of 15% and ambient air with an RH of 50%. The water can deteriorate the cyclic ability of 

the battery. In [100] the high temperature and high humidity storage behaviours of 

LiNi0.6Co0.2O2 cathode material were scrutinized where a great degradation in 

electrochemical performance after being stored at 55°C and RH of 80% is observed. 

The implementation of a lithium-ion battery fast charging protocol in different ambient 

temperatures requires an accurate representation and modelling of the EV battery dynamic 

behaviour. There is a significant research gap in identifying a model that can describe the 

dynamic behaviour of the battery with the minimum percentage of error in determining the 

battery terminal voltage to ensure high charging efficiency under different ambient conditions 

(temperature and relative humidity). In [46, 127-129], the authors modelled the lithium-ion 

battery storage systems using the white-box, black-box and grey-box models with certain 

ambient conditions. In [130] Adaptive Neuro-Fuzzy Inference System (ANFIS) model has 

been used as a black box to model the lithium-ion battery. In [131], continuous-time and 

discrete-time system identification methods represented the internal parameters of the 2RC 

equivalent circuit model. In [132] Least squares algorithm has been utilized to obtain the 

unknown coefficients for the normalized battery model. It is observed that no model for the 

dynamic behaviour of the battery can be utilized under different ambient circumstances 

(temperatures and relative humidity) and only a few articles proposed models that represent the 

battery at various temperatures; however, multiple tests and measurements of the internal 

parameters at all the operating conditions are required.  

 The identification and modelling of the EVs represented in the lithium-ion battery while 

entering the charging station and during the charging process are considered challenging 

problems from many perspectives. Non-linearities, multiple-input variable parameters 

(charging current, temperature and relative humidity), and high system order are all issues that 

gather to the complexity of the problem in the charging stations and the home energy 

management systems (HEMS) [65]. The starting state of charge (SOC), specification of the 

battery, and the charging interval time are vital prerequisites to design a plug-in electric vehicle 

(PEV) charging model [133-136]. Several works have focused on indirect methods for 

calculating the home charging SOC and charging time, by using the patterns of people’s driving 

behaviours of daily trip distance, length and time at the end of the trip [137-139]. In Winnipeg, 

Canada, 76 GPS devices are installed in representative vehicles to predict the electric load 

profiles as a time function for future plug-in electric vehicles [140]. However, the issues related 

to GPS communication access and post-processing can jeopardize the process of gathering 

vehicle data [133]. The communication between the charging piles with the onboard charger 

of the existing PEVs to access the information on the battery temperature, relative humidity, 

and SOC is missing [133, 141]. In [142], a driving pattern recognition using Pondtryagin’s 

Minimum Principle (PMP) based energy management has been applied to the plug-in hybrid 

electric bus (PHEB). The authors investigated the impact of stochastic vehicles on energy 
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management, which reflects on the recognition of the co-state. In [143], a recognition method 

has been used based on monocular vision and non-feature identification where the recognition 

process combined the Hough circle and Hough line to get the position information of the 

charging port. The average success rate achieved is 94.8% without considering the different 

light intensities. An automatic recognition and location system of the electric vehicle charging 

port has been introduced in [118] using the convolutional neural network (CNN) in different 

illumination environments. The recognition has been implemented through image processing 

and a robot arm that is used to complete the charging gun insertion of the automatic charging 

link. However, the range of the light intensity used was from 500 lux to 10,000 lux. It is 

concluded that the highest recognition success rate of 98.9% is achieved at a light intensity of 

4,000 lux and the lowest success rate of 84.4% at 500 lux. Herein, Vehicle Logo Recognition 

(VLR) method provided a critical supplement to the manufacturing version evaluation of the 

car. In [144], Vehicle Manufacturer Recognition (VMR)  eliminated the requirements for 

identification and analysis of the CNN system. The authors proposed recognition and 

classification methodologies that depend on the light intensity and vehicle logo recognition 

however, the dynamic electrical behaviour of EV batteries while charging under different 

circumstances is not investigated yet.  

In summary, fast-charging an EV is susceptible to different environmental conditions. 

Therefore, in large countries, the regional climate can vary from coast to coast, so fast charger 

deployment requires careful consideration regarding the impact of the regional ambient 

temperature and relative humidity. Consequently, the rate of charge is variable as it is 

controlled by the vehicle's onboard battery management system which can be triggered by a 

variety of internal and external factors[2]. Hence, EV category recognition and identification 

at various operating ambient conditions is a substantial  process to fast charge the EV precisely. 

2.5  Charge Controller for Off-Board Electric Vehicles 

Technological advancement reveals the EV as a revolutionary technology for minimizing 

greenhouse gas emissions and contributing to power grid electricity compensation [145]. Over 

the ten years, EVs were increasing exponentially and have been proposed as an alternative 

direction for freedom from dependence on oil, and air pollution, and to be used in advanced 

energy storage systems [146-148]. The rechargeable battery employed in EVs is often 

characterized as having a long-term lifetime where current ripple and low coulomb charge-

discharge cycles at high frequencies affect the battery performance degradation and lifespan 

[149, 150]. EVs’ battery chargers are broadly classified as on-board and off-board chargers 

[151]. The onboard chargers are widely known as AC chargers, which can be single-phase 

Level-1 and Level-2, as defined in SAE-J1772, and three-phase AC charging, as defined in 

SAE-J3068. The off-board chargers are referred to the DC chargers, which ensure higher 

charging current rates, as defined in SAE-J1772-Combo/CHAdeMO standards [20, 21]. The 

off-board charger ensures safe and fast charging capability [152]. Its charging protocols are the 

constant current constant voltage (CC-CV), multistage charging current (MSCC) and pulsating 

charging current (PCC) protocols [153]. The constant voltage (CV) stage is replaced by the 

fuzzy-controlled active state-of-charge controller (FC-ASCC) and grey-predicted lithium-ion 
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battery charge system (GP-LBCS) to speed up the charging process based on the sense and 

charge modes in [154, 155]. However, integrating those techniques into a commercial battery 

charger is not available due to the complicated control algorithm [153]. In [4, 156], the design 

of different battery chargers for EVs has been introduced with some particular aspects of power 

electronics in the EV battery charger design. It is stated that one of the main challenges in the 

design is limiting the current ripple to not exceed 10% according to the standards. Hence, the 

MSCC protocol has been used due to the high charge/discharge energy efficiency and short 

charging time [65, 75]. In [157], a control strategy for EV charging has been proposed based 

on a three-phase three-level neutral point clamped (NPC) rectifier. The controller is optimized 

using the genetic algorithm (GA) to reduce the DC-bus current fluctuation in the level-1, level-

2, and DC modes. However, the input voltage is constant, and a DC mutation period reached 

15ms in the single-phase charging mode is observed. In [153], the off-board charger has been 

used based on four-stage constant current stages where the Taguchi method is employed to 

determine the charging current of the Sanyo 840 mAh, 3.6V lithium-ion battery. However, it 

is observed a fluctuation in the output voltage during the PWM waveform of the inverter 

without any further investigation. 

As a result, industries are focusing on EV battery chargers, which are considered the main 

interface between the electric power supply and vehicles [151]. Renewable energy sources 

(RESs) such as photovoltaic (PV) and wind turbine generators (WTG) are utilized for charging 

the EVs (PV-EV, and WTG-EV, respectively) to reduce the utility grid overload [151]. PV 

stand-alone system is one of the on-board and off-board chargers used for charging the EV 

solely without support from the utility grid. It is more beneficial in remote areas and more 

efficient because of the fewer conversion stages [158, 159]. The main disadvantage of the PV 

systems is the irregular stochastic voltage level. Hence, this challenge is requiring power 

conversion for regulation and matching the voltage levels for the battery chargers. Where the 

output voltage, and charging current ripples are overheating the battery and shortening its 

lifespan [160]. With the blossoming development of EVs, DC-DC converters have been 

utilized to regulate the output voltage and alleviate the battery current ripples [147, 150, 161]. 

However, converters are still facing challenges to reach rapidly the desired output voltage with 

minimum error, such as load variation, disturbances in the input voltage, parameter deviation, 

and pulse width modulated (PWM) saturation constraints of the converters [148, 162].  

Toward the confrontation of challenges stated above, three main categories of control methods, 

conventional, advanced, and artificial intelligent (AI) control techniques are used for the 

control of the DC-DC converters. The conventional control methods can be classified as 

voltage mode controller (VMC), and current mode controller (CMC). The VMC uses PI, Type 

II, or Type III compensators with a single closed loop voltage feedback [163, 164]. The CMC 

uses dual voltage and current loops to improve the performance of the converter but it depends 

on a current sensor and a latching circuit based on a clocking signal and also the output voltage 

control could be affected by the two controlled loops [147, 165]. In recent years, diversified 

advanced control techniques have been investigated such as sliding mode control (SMC), fuzzy 

logic controller (FLC), and model predictive controllers (MPC). SMC method improved the 

performance of measuring the transient response. However, the need for an extra capacitive 
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current sensor and high switching frequency, to ensure a good dynamic response which causes 

losses, and a complicated filter design as it is not suitable for high-power converters [147, 166, 

167]. FLC responds quickly to changing environmental conditions with the knowledge of the 

system parameters and deals only with the error and change of error of the predetermined 

reference [168]. MPC is a method of designing and implementing a feedback control system 

that performed better results than conventional methods [169, 170]. In [170] the output voltage 

has been controlled based on MPC under variable load conditions. An offset-free MPC for a 

DC-DC buck converter has been proposed in [171] for optimal voltage tracking and optimizing 

transient dynamics. However, this controller is used to feed only constant power loads (CPLs). 

AI is a prevailing control technique to develop efficient methodologies to deal with a huge 

amount of data by investigating patterns and underlying structures in various scientific fields 

where heterogeneous data are available [172]. Some of the most widely used AI techniques 

are: heuristic techniques, expert systems and machine learning with its categories and sub-

categories are unsupervised learning (clustering, metric learning, and anomaly detection), 

supervised learning (decision trees, support vector machines, and neural networks) and 

reinforcement learning (Markov decision processes, deep Q networks, and Q-learning) [173, 

174].  

AI has been exploited in the fields of vehicular environments like charging management, 

transmission scheduling, and control [172, 174, 175]. The Q-learning technique which is a kind 

of reinforcement learning has been used in [176] to forecast the plug-in hybrid EV charging 

loads. In [133] online plug-in electric vehicles (PEV) recognition has been provided with 

statistical modelling of the charging habits through a supervised classification method. The Q 

learning was used in the interaction between the electric vehicle and grid in [177] by 

investigating the grid-to-vehicle (G2V) charging and vehicle-to-grid (V2G) discharging 

approaches. Machine learning has been developed in [178] to optimize a parameter space 

specifying the charging voltage and current profiles for batteries. Planning of the PEV load 

modelling has been verified by fuzzy method, artificial neural network, Markov chain, and pdf 

fitting method as stated in [179]. The driver’s perception has been expanded to enhance the 

comfort, safety, and efficiency of driving based on a vehicle-to-everything (V2X) system with 

AI [173]. Energy storage management systems between the lithium-ion battery and the 

supercapacitors have been utilized to feed the vehicle’s traction electric motor [180]. Optimal 

scheduling of networked microgrids considering the penetration of EVs has been proposed 

efficiently based on support vector machine (SVM) in [181]. A boost converter based on an 

artificial neural network (ANN) has been used in the battery charger [160]. However, the mean 

absolute percentage error (MAPE) reached 0.282% and 0.307% in the training and testing, 

respectively. 

In addition to the penetration of AI in the EV market, to be more precise DC-DC converter 

controllers based on NN supervised/unsupervised learning and reinforcement learning 

techniques are powerful tools concerning noise and uncertainties [182-185]. AI networks have 

been used to identify a black-box converter model in [186]. The neural network predictive 

controller (NNPC) that combines the advantages of both the NN and MPC has been applied to 

the buck converter in [182] which investigated the accuracy in the start-up and during the 
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reference voltage variation. Also in [184] NNPC improved the transient characteristics of the 

digitally controlled buck converter. NNPC proved its efficiency, accuracy, and speed response 

concerning other advanced controllers in [147, 187].  

We can conclude that researchers used various methodologies to control the buck converter 

under various input and load conditions. Some of the papers presented in the literature are 

summarized in Table 2-5 where the performance and efficiency of the controller can be 

investigated by substantial effective parameters such as steady-state error, peak voltage, output 

ripple voltage, and settling time.  
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Table 2-5 Comparison between various controllers from the literature survey concluding the proposed 

controller. 

Type of controller 

Steady-

State 

error (V) 

Peak 

Overshoot 

(V) 

Output 

ripple 

voltage 

(V) 

Settling 

time 

(ms) 

Input 

Voltage (V) 
Load 

MNSGA-II-based 

PID  [188] 
0 0 0.06 1.34 

Variable 

25V-18V 
Resistive 

NSGA-II-based PID 

[188] 
1.2 5 0.8 5.32 

Variable 

25V-18V 
Resistive 

Offset-free model 

predictive controller 

[171] 

0 2 NA 2 

Variable 

200V - 

400V 

Resistive 

Model Predictive 

Controller [189] 
NA 0 NA 1.4 

Variable 

26.04V - 

30.38V 

Battery 

Second-Order 

Sliding-Mode [190] 
NA NA 0.1 ~10 

Variable 

30V - 20V 
Resistive 

Sliding mode-based 

control [191] 
0 0.1 NA 0.15 

Constant 

10V 
Resistive 

Artificial neural 

network (ANN) 

based approximate 

dynamic 

programming (ADP) 

[147] 

0 2 NA 3 
Variable 

42V - 47V 
Resistive 

PSO-optimized 

fuzzy PI controller 

[192] 

NA NA 2.5 ~5 
Constant 

24V 

PMSM 

motor 

Tuned Fuzzy Logic 

controller (TFLC) 

[193] 

0.01 0 NA 7 
Constant 

15V 
Resistive 

Fractional-order PID 

controller[194] 
0 0.6 NA 0.02 

Constant 

100V 
Resistive 
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2.6 Electric Vehicles Smart Connectivity to the Utility Grid 

2.6.1 Grid-to-Vehicle (G2V) Technology 

The electric vehicle revolution has enabled complicated security and economic challenges to 

the distribution power network by a substantial drive towards electrification of transportation, 

spurred not only by growing carbon emissions but also by rising fossil fuel prices [195, 196]. 

EVs are replacing internal conventional engine vehicles (ICEVs) using the state of art power 

electronics, motor drives, energy storage technologies, renewable energy power generation, 

and smart grids [197]. However, ensuring this transition required addressing several grid 

integration challenges supported by distributed generators (DGs) [198]. DGs, especially 

renewable energy sources (RESs) are providing higher efficiency and ensuring green electricity 

with low environmental pollution. However, the fluctuation of RESs made challenges to the 

operation of the distribution network [199]. Demand response (DR) is considered the key to 

improve system flexibility, maintaining the balance between the generated and demand power, 

and enhancing system reliability [199, 200]. One of the substantial participants in DR is the 

EVs which are considered a viable solution for resolving microgrid distribution networks [201]. 

However, due to the uncertainty and random behaviour during the charging and discharging 

operations, EVs may negatively affect the system efficiency and reliability [199] where the 

uncoordinated EV charging could significantly change the shape of the aggregate residential 

demand [202]. Hence, EV charging and discharging operations need to be aggregated by an 

EV aggregator to qualify the market entrance criteria [203] and actively participate in the DR 

balancing between the supply and demand sides [199].  

Aggregators are considered the interface between the distribution network and electric vehicle 

charging station (EVCS) which combine multiple EVs [199] and coordinate and schedule the 

charging of the plug-in electric vehicle (PEV) [204]. So, the EVCS represented and controlled 

by the aggregator (operator) has main challenges concerning the balance of generated and 

consumed power, minimizing EVs’ charging tariff, and maximizing the EVCS’s revenue by 

electricity trading. Recent studies, in the field of charge scheduling of EVs, reported the 

minimization of the charging time and maximization of the charging State-Of-Charge (SOC) 

capacity by changing the charging rates (AC Level 1, AC Level 2, AC Level 3, and DC fast 

charging) [22]. However, the technical impact represented in the required charging power 

demand of the different charging methodologies and rates on the utility grid has not been 

considered. The EV charging process presents a major challenge to utility grid security, 

particularly at the local distribution network level which is represented in peak load [205]. A 

conventional approach involving capacity addition is widely used to supply the peak load. 

However, this approach is insufficient and not economically concerning generator usage since 

the utilities need to maintain the generation capacity that will be used a few hours per day 

[206]. This approach revealed several disadvantages, such as high fuel consumption and carbon 

dioxide (CO2) emission, increase in transportation and maintenance costs and faster 

deterioration of equipment [206, 207]. Thus, the peak load shaving methodology is becoming 

a vital area of active research which is targeting to flatten the load curve by reducing the peak 

load power and shifting it to times of lower load [206]. This methodology has benefits for the 
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grid operator and End-User and carbon emission reduction. The virtual time of use rate 

dynamic programming (vTOU-DP) approach has been used to flatten the load profile of the 

transformer and reduce the peak power demand based on utilizing the advantage of the vehicle 

to grid (V2G) property, however, this property requires a proper infrastructure and control 

systems for EVs integration with the utility grid which considered as a great challenge, 

especially in the developing countries where EVs are initiating in the transportation market. 

The time of rising pricing method has been used to minimize the peak load charging, whereas 

the pricing incentive method based on the energy price during the day is implemented in New 

South Wales, Denmark, Finland, Norway, and Sweden [195, 196]. Time-of-Use (ToU) tariff 

pricing motivation is used in charging EVs across the day [208]; however, additional control 

is required to minimize the effect of sudden load ramping up at the same time instance [208]. 

In [209] a virtual battery pool is proposed to charge and discharge the EVs based on a genetic 

algorithm to control the demand and supply processes. Peak-shifting and peak-cutting are 

achieved by using the charging (G2V) and discharging (V2G) capability of the EVs in [199, 

210-212]. In [213], the peak demand for the week charging period has been reduced to 45% 

using RESs supplied from PV panels installed on a roof parking area and wind turbines 

supported by a battery energy storage system (BESS) of the Nissan-Leaf model EV with 

24kWh lithium-ion battery capacity. EVs have been charged during the off-peak to reduce the 

peak demand without being tied to renewable generation. In [214] different charging strategies 

have been proposed to improve the system load factor (the ratio between the average load to 

the peak load of the system) by shifting the charging process out of peak hours where all EVs 

are not allowed to charge between the time 17:00 and 19:00 which considered as a drawback 

for EVs’ fast charging.   

Hence, the aggregator has another vital role represented in maximizing the profit of the station 

[215, 216]. Private aggregators are directed to maximize their profit by including additional 

services and selling secondary reserves in the electricity market [217]. The charging and 

discharging operations capability of EVs in the parking lots was investigated in [218] to 

maximize the profit of vehicles and parking. A reinforcement-learning (RL) approach was used 

in [219] for the EVCS pricing and scheduling strategies. However, some EVs may be parked 

at the station for a very long time till the electricity price is very low where the charging and 

pricing decisions are made each time. A decentralized profit maximization algorithm (DPMA) 

was introduced in [220] in the city of Ottawa, Canada to help a decentralized electric vehicle 

supply equipment (D-EVSE) supported with a solar energy system of 11.5 to 19 MW and 

equipped with a BESS of 30 MW to fast charge the EVs with 180 kWh as a charging rate. 

However, the operation time of the station was set from 06:00 am to 12:00 am and based on 

the ToU pricing without considering the stochastic behaviour of the PV system. A marginal 

price-based coordination optimization model has been proposed in [221] to coordinate electric 

vehicle charging stations and electric vehicles using mixed-integer linear programming 

(MILP). MILP has been widely adopted to model the number of charging and discharging EVs, 

the charging and discharging status of  EVS, and the charging interval time [222]. An islanded 

microgrid scheduling policy of RESs represented by a solar system of 100 kW and BESS of 

319 kWh with the minimal operational cost of a diesel generator of 100 kW has been provided 

in [223] using the dynamic programming method (DPM). However, the minimum allowable 
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state of charge was set at 40% for each EV. The joint admission and pricing (JoAP) operation 

mechanism has been proposed in [224] to maximize the charging station’s profit where the 

profit is defined as the difference between the revenue and penalty corresponding to the average 

charging waiting time. An optimization algorithm for commercial sectors has been proposed 

in [225] to find the optimum EV charging/discharging profile considering the maximum 

demand tariff. A case study of DC fast charging (DCFC) stations at the highway service centres 

in Ontario and Alberta (Canada) has been declared in [226]. The station economy has been 

improved by reducing utility charges and maximizing the utilization of PV systems in the 

presence of the BESS. However, the capital cost of the PV and battery cannot be recovered 

within a reasonable period where the BESS has longer payback periods than those of the PV 

systems only [226]. The profit of the distribution system operator has been maximized in [227] 

using the Markov decision process reinforcement learning technique (MDP-RL) while 

guaranteeing only the voltage security.   

2.6.2 Vehicle-to-Grid (V2G) Technology 

The fast development of EVs brings a significant load on the power system which requires 

efficient control frameworks [228]. The EV charging process makes an excessive overload on 

the power grid and can cause fluctuation in the voltage and shortage in the supply [5]. The 

mentioned problems have been revealed during the peak demand period. In the peak-demand 

period, the ancillary power generators have to enter the network to avoid fluctuations which 

increase the operational and maintenance costs. On the other hand in the off-demand period, 

the unused and extra-generated power will be wasted in vain [5, 6]. Generally, the distribution 

utility grid is designed with a limited margin and overloading capacity due to the dynamic 

behaviour of the EV charging process [229]. Additional loads would increase the risk of power 

lines and transformers overload which will be followed by extra energy losses and power 

quality degradation [229]. Hence vehicle-to-grid (V2G), vehicle-to-building (V2B) and 

vehicle-to-vehicle (V2V) concepts have been introduced to solve the mentioned obstacles and 

problems based on the smart charging and discharging scheduling to reduce the peak load and 

shape the load profile in the power grid [230].  

According to a study in the USA, 90-95% of EVs’ daily time is idle and parked in parking lots 

[231]. In the V2G and V2V processes, the coordinated EVs need to be charged and discharged 

frequently to receive power and send extra power to the grid and other EVs. These processes 

increase the internal residence and consequently decrease the battery's usable capacity. Hence 

the battery degradation costs have a significant influential effect on the feasibility of the V2G 

and V2V technologies [5].  

Researchers were targeting the minimum cost of recharging [232, 233], minimum waiting time 

based on the final SOC, charging protocol, charging time, and maximum profit [234]. In [235], 

a comprehensive analysis of the impact of e-mobility in Positive Energy Districts (PED) has 

been analysed. Where millions of green kilometres have been provided and a potential 71% 

saving in carbon emissions has been saved using EVs alone compared to the use of fossil-fuel 

vehicles. In [236], the total cost of building a battery energy management system (BEMS) in 

the presence of a PV system has been minimized using the plug-in electric vehicles (PEVs) 
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charging/discharging schedule. The actual payment of the PEV owners has decreased by 17.6% 

and 52.3% while the degradation effect of the battery and the charging/discharging aspects 

have not been investigated. A general framework has been proposed in [237] to formulate a 

day-ahead EVs recharging scheduling problem. EVs are considered to arrive between 6:00 am 

and 8:00 am with a state of charge (SOC) that varies from 10% to 50% and leaves uniformly 

at random between 4:00 pm and 8:00 pm with a SOC from 70% to 100%. However, the impact 

on the grid and the degradation effect have not been mentioned. In [238] V2G coupled with an 

integrated energy system (IES) has been investigated to minimize the annual total cost (ATC) 

and annual carbon emission (ACE). However, the benefits gained from growing the EV 

penetration would gradually decrease when the number of EVs reaches 300 and the impact on 

the grid is missing. In [239], an optimization problem of electricity prices and the battery 

degradation cost has been proposed. However, this study did not consider the EV 

charging/discharging levels. 

Two stochastic linear programming models for scheduling EV charging processes have been 

discussed in [240]. Three applications have been investigated consisting of load flattening, load 

peak shaving, and demand response where EV charging behaviours respond to the volatile 

output of wind energy. However, the battery degradation effect is ignored. In [241], an 

approach has been introduced to reduce the peak demand by 7.8%. However, the charging and 

discharging levels and limits have been ignored. In [242, 243], the authors emphasized 

factoring the battery degradation cost in the bids to ensure that the revenue will at least covers 

the true cost of operation. In [230] a flexible power transfer based on the V2V concept has been 

investigated to reduce energy consumption. However, the initial and targeted SOC and the 

battery degradation factor have not been mentioned. A brief of the literature survey concerning 

the same research field is presented in Table 2-6. The findings of the stated articles declare the 

ability to minimize the battery degradation cost and maximize the V2G revenue, utilising 

various optimization algorithms (OAs), battery degradation cost with and without using the 

corresponding OA, initial and final SOC, number of participated EVs and a summarized 

conclusion. Our proposed methodology dealt with various EV categories and specifications as 

will be investigated in the trailing chapters.    
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Table 2-6 A glancing overview of the literature survey. 

Ref

s. 

Batte

ry 

Degr

adati

on 

Cost 

V2G 

Reve

nue 

Optimiz

ation 

Algorith

m (OA) 

Battery 

Degradati

on Cost 

without 

Using the 

OA 

Battery 

Degrad

ation 

Cost 

Using 

the OA 

𝑆𝑂𝐶𝑖 𝑆𝑂𝐶𝑓 

Num

ber 

of 

EVs 

Findings Brief 

[24

4]  
√ √ 

Nonline

ar 

Program

ming 

(NLP) 

0.4970 

$/day 

0.4347 

$/day 

≈40

% 
80% 1050 

• The system 

either uses EV in 

the V2G mode 

to regulate the 

grid or charges it 

according to the 

owner’s request. 

• The 

optimization is 

proposed across 

the day (24 h).  

[24

5] 
√ X 

Mixed-

Integer 

Linear 

Problem 

(MILP) 

135.02 

$/day 

6.36 

$/day 

≈25

% 

≈35

% 
400 

• The proposed 

system is 

supported by a 

battery energy 

storage system 

(BESS).  

• The linearized 

BESS 

degradation cost 

is presented in 

this row. 

• The 

optimization is 

proposed across 

the day (24 h). 

[24

3] 
√ √ 

Mixed-

Integer 

Linear 

Problem 

(MILP) 

N/A 

0.834, 

1.119, 

2.477 

and 

2.146 

$/kWh 

70% 
100

% 
N/A 

• The degradation 

cost varies based 

on the charging 

time across the 

day at 10:00, 

14:00, 18:00 and 

22:00. 

• The charging 

period is 

assumed to be 

14 h. 
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N/A 

0.834, 

0.834, 

1.119 

and 

1.811 

$/kWh 

70% 
100

% 
N/A 

• The degradation 

cost varies based 

on the charging 

duration of 6, 8, 

10 and 12 h. 

• The charging 

period is 

assumed to be 

14 h. 

[24

1] 
√ √ CVX 39 $/day 

23 

$/day 
N/A N/A 100 

• This approach 

can reduce the 

peak demand by 

7.8%. 

• However, the 

degradation cost 

increased from 

28 $ to 86 $ 

based on the 

scenario used. 

[24

6] 
√ √ 

Nonline

ar 

Program

ming 

(NLP) 

0.4969 

$/day 

0.4348 

$/day 

≈40

% 
80% 1000 

• The system 

introduced day-

ahead 

scheduling for 

EVs. 

• The system’s 

objectives have 

been verified on 

real-time UK 

National Grid 

regulation data. 

[24

7] 
√ √ 

Generali

zed 

Reduced 

Gradient 

(GRG) 

N/A 
168.18 

$/day 

20%

-

50% 

80% 1000 

• EV aggregators 

can charge the 

EVs during the 

valley periods 

and discharge 

during peak 

periods. 

• The New York 

market has been 

taken as the case 

study for the 

economic 

evaluation. 
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2.7 Chapter Summary 

This chapter discussed the main aspects of electric vehicle charging stations (EVCSs) and 

parking lots, based on recent publications in high-ranked journals and conferences. It started 

by describing the types of electric vehicles (EVs), standards for charging rates, and brief 

differences between EV batteries. This was followed by a discussion of the types of EV 

charging protocols, supported by schematic diagrams, and a summary of comparisons between 

them in tables. Recent articles concerning EV battery dynamic behaviour identification, 

classification, and recognition processes are scrutinized in detail. Advanced charge controllers 

used to implement the charging protocols are discussed, and a comparison table is provided to 

reveal the controllers proposed in the following chapters. Finally, the chapter investigated the 

smart connectivity of EVs to the utility grid, which is expressed through EVCSs and stochastic 

parking throughout the day. The scenarios and case studies utilized in recent articles are 

summarized in tables to reveal the novelty of this thesis, as will be explained and substantiated 

in the following chapters.
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3 Chapter 3  

Proposed EV Charging Protocol using AI for Fast Charging 

Under Dynamic Environment 

3.1 Introduction 

This chapter proposes a novel approach for electric vehicles' fast charging with lithium-

polymer ion batteries based on a sufficient database of different EV categories at different 

ambient conditions. This approach starts when the EV is entering the electric vehicle charging 

station and plugging it into the charging point until it is fully charged. The schematic diagram 

of this approach was introduced in Figure 3-1. The system should have a sufficient database of 

various categories of EVs with the DC charging electrical characteristics (voltage and current 

with respect to the charging interval time) for each category at different ambient conditions 

(temperature and relative humidity). Once connecting the EV to the charging pile, a 10 secs 

sample of the charging current will be implemented then the system will be able to classify the 

category of the EV. In addition, the system will classify the EV category and recognise the 

corresponding temperature and relative humidity. Classification and recognition will be 

followed by a full estimation of the charging time, charging current topology and the battery 

terminal voltage of the corresponding EV. Then, two new techniques based on the multistage 

charging current (MSCC) protocol are compared with the traditional constant current constant 

voltage (CC-CV). The dynamic behaviour of the lithium-polymer ion battery using the 

mentioned protocols is modelled, identified, and scrutinized in the next chapter. In the final 

stage, an off-board charging pile controller has been simulated and practically implemented to 

serve the fast-charging process with minimum error.  



Chapter 3 

46 

 

 
Figure 3-1 Schematic diagram of the proposed EV charging process starting from plugging it into 

the charging point until it is fully charged using the CC-CV and MSCC charging protocols. 

In the following section, the first stage has been investigated by collecting the database of 

various electric vehicles represented by lithium-ion polymer batteries at different ambient 

conditions (temperature and relative humidity). 

3.2 Temperature and Relative Humidity Investigation   

3.2.1 Experimental Setup 

The battery packs in electric vehicles were built from thousands of cells connected in series 

and parallel and vary according to the battery type and EV model [60, 248, 249]. Hence, a full 

investigation of the temperature and relative humidity impact on the lithium-ion battery while 

charging has been implemented to collect the required data. The constant current-constant 

voltage (CC-CV) protocol has been implemented in charging the EVs as it is simple and 

commonly used in DC fast-charging stations where is utilized to minimize the queuing delay 

per EV [250]. A fully controlled temperature and relative humidity chamber have been 

fabricated as shown in Figure 3-2 and is composed of a heater, humidifier, microcontroller, 

switches to ON/Off the sources, blowing and suction fan, and a DHT11 temperature/humidity 

sensor. The sensor was fixed just beside the lithium-ion polymer battery under test. The 

operating switches (relays) have been controlled by an Arduino-Uno microcontroller board to 

set the temperature and relative humidity inside the chamber effectively throughout a closed-

loop system. The chamber was coated with an aluminium foil laminated paper to minimize 

heat dissipation. The goal of the proposed chamber is to limit the temperature and relative 

humidity to the predetermined values which are obtained throughout this design. The system 

measured the temperature/humidity in a 1 ms sample and feedbacks the relays for further 

action. The charge/discharge process has been implemented using the IMAX-B6 80W battery 
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charger. The batteries were discharged at 0.9C (A) until the voltage reaches 2.8N (V). C is the 

rate at which a battery is charged/discharged relative to its maximum capacity; N is the number 

of packed batteries used in the test. After 10 mins of relaxation, the battery is discharged by 

0.1C (A) until the voltage reaches 2.8N (V). After relaxing for 12 hrs, the batteries under test 

are placed in the Temperature/Humidity chamber for 10 mins at a specific ambient temperature 

and then charged at different values of temperature and humidity with the CC-CV protocol. 

This protocol is started with a CC charging process of 0.9C (A) until the voltage reaches 4.2N 

(V) followed by a CV process of 4.2N (V) until the current decays to 0.1C (A) and then relaxing 

the battery for 12 hrs. This stage is considered the database collection for the next stages. 

 
Figure 3-2  Climatic chamber to control temperature and humidity. 

EVs’ battery pack consists of hundreds of cells connected in series and in parallel such as the 

2015 Chevrolet Spark EV where the LG Chem lithium-ion battery with a nominal cell voltage 

of 3.7V, and a nominal system voltage of 355.2V consists of 192 cells of 6 modules. The battery 

module is composed of 16 cells in series and parallels with another 16 series cells. This 

category has 6 modules in a series connection to form the battery pack [251]. In this chapter, 

two different lithium-polymer ion batteries of a single cell and battery pack have been used to 

represent the EVs and are presented in Table 3-1. The utilized batteries have a nominal capacity 

of 1000 mAh and 2200 mAh and with recommended working temperature within the range 

from 0°C to 40°C. However, no data concerning the working or charging relative humidity has 

been mentioned except for the recommended storage humidity.   
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Table 3-1 Specifications of the selected Lithium-ion Polymer batteries [252]. 

Item Specifications 

Type 
Polymer lithium-ion single-cell 

battery 

Polymer lithium-ion battery 

Pack 

Nominal Capacity 1000 mAh 2200 mAh 

Maximum charging current 1C Amp 1C Amp 

Maximum discharging current 2C Amp 2C Amp 

Charging cut-off voltage 4.2 ± 0.05 V 12.9 V 

Discharging cut-off voltage 2.75 V 8.4 V 

Working temperature 0-40°C 0-45°C 

Storage humidity 65% ± 20% RH 65% ± 20% RH 

 

3.2.2 Temperature Impact on the Charging Process 

The electro-thermal charging behaviour of the proposed batteries of 1000 mAh and 2200 mAh 

is investigated at 40°C and 30°C with the same relative humidity of 52%. It is observed from 

Figure 3-3 that at 30°C the battery reached full capacity faster than 40°C. At 30°C the battery 

with a capacity of 1000 mAh is fully charged in 4,742 sec (79.0333 min), and at 40°C the 

battery reaches full capacity in 4,919 sec (81.9833 min). The battery, with a capacity of 2200 

mAh, has been fully charged in 3,784 sec (63.0667 min) and 3,845 (64.08333 min) at 30°C 

and 40°C, respectively. It is concluded that the variation in temperature leads to a change in 

the total charging interval time process but with a small variation based on the manufacturer's 

charging specifications reaching around ≈ 1 to 3 mins.  
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(a) (b) 

  
(c) (d) 

Figure 3-3 Batteries charging topology (a), (b) charging current and terminal voltage of the 1000 

mAh polymer lithium-ion battery at two various temperatures (30°C and 40°C) and the same 

relative humidity (52%), (c) and (d) charging current and terminal voltage of the 2200 mAh 

polymer lithium-ion battery pack at two various temperatures (30°C and 40°C) and same relative 

humidity (50%). 
 

3.2.3 Relative Humidity Impact on the Charging Process 

In this subsection, the electro-thermal charging behaviour is cycled by 0.9C (A) using the CC-

CV protocol at the same ambient temperature of 40°C but with different RH (35%, 52%, and 

70%). As shown in Figure 3-4. there is a significant impact of RH on the terminal voltage and 

charging current. While increasing the humidity, the charging interval time becomes slower 

than the low humidity. The total charging time for the battery with 1000 mAh at RH-35%, RH-

52%, and RH-70% is 4,606 sec (76.7667 min), 4,938 sec (82.3 min), and 5,690 sec (94.8333), 

respectively and for the other battery with a capacity 2200 mAh at RH-30%, and RH-50% are 

3,700 sec (61.6667 min), and 3,845 sec (64.0833 min), respectively. 

In the 1000 mAh lithium-ion battery, a significant slow variation in the total interval charging 

time at both RH-52% and RH-70% with respect to RH-35% reached 7.2% and 23.53%, 

respectively. And corresponding to a 2200 mAh lithium-ion battery, the slow variation reached 
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4% between RH-30% and RH-50%. It is observed that whenever the RH increases, the 

moisture effect reveals the chemical reactions of the battery, where the terminal voltage reaches 

the cut-off value faster than in low RH conditions. In addition, the CC charging stage takes a 

small interval time and the CV stage takes much more time to reach the battery's full capacity. 

  
(a) (b) 

  
(c) (d) 

Figure 3-4 The charging topology of the polymer lithium-ion batteries at the same temperature 

(40°C) and various RH (35%, 52%, and 70%) and (30%, and 50%) for 1000 mAh and 2200 mAh, 

respectively. 

It is obvious that any change in the temperature or/and relative humidity directly reflects on 

the charging performance of the EV, which straightly impacts the overall performance of the 

charging process. Thus, full recognition, modelling and fast charging of the plug-in electric 

vehicles have been presented, starting from connecting the EV to the charging pile till the 

battery is fully charged. 

In the following section, the EV classification and recognition process is proposed to identify 

the category, the operational ambient conditions, and the EV lithium-ion battery dynamic 

behaviour to be used in the modelling and estimating of the charging parameters of its 

corresponding charging protocol.  



Chapter 3 

51 

 

3.3 EV Classification and Recognition Process based on the Feed-forward 

Backpropagation Artificial Neural Network (FFBP-NN) 

The proposed approach starts since the plug-in Electric Vehicle (PEV) is connected to the 

charging pile in the charging stations, private homes, or any parking lot equipped with EV 

chargers. The classification and recognition processes are mandatory to avoid confusion 

between the different EV categories and different operational temperatures and relative 

humidity for each EV category connected to any charging pile. Various features have been 

used to efficiently classify the charging signal's physical nature. Those features have been 

proposed in various recognition applications concerning speech recognition [253], natural 

language processing [254], and other pattern recognition introduced in [255-257]. The feature 

extraction parameters used in this thesis have been implemented throughout probability and 

statistical analysis composed of Skewness, Kurtosis, Variance, Maximum Value, and 

Arithmetic Mean. The main equations of the feature extraction parameters are  

𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =
∑ (𝑥𝑖 − 𝑥̅)

3𝑁
𝑖=1

(𝑁 − 1)𝜎3
 3-1 

𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =
∑ (𝑥𝑖 − 𝑥̅)

4𝑁
𝑖=1

(𝑁 − 1)𝜎4
 3-2 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
∑ (𝑥𝑖 − 𝑥̅)

2𝑁
𝑖=1

(𝑁 − 1)
 3-3 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑉𝑎𝑙𝑢𝑒 = √2 × 𝑥𝑟𝑚𝑠 3-4 

𝐴𝑟𝑖𝑡ℎ𝑚𝑒𝑡𝑖𝑐 𝑀𝑒𝑎𝑛 =
∑ 𝑥𝑖
𝑁
𝑖=1

𝑁
 3-5 

Where 𝜎 is the standard deviation, 𝑥̅ is the distribution mean, and N is the number of sample 

observations.  

A charging current sample of 0.9C (A) was used for a 10 sec interval time to perfectly recognize 

and classify the type of the battery, its temperature, and relative humidity based on the 

probability and statistical analysis represented in Equations 3-1 to 3-5. The main schematic 

diagram that declares the main recognition process of the EVs is presented in Figure 3-5. In 

the proposed recognition model, a two-layer feedforward backpropagation neural network 

(FFBP-NN) has been used to recognize the EV by a sample charging in a very short time 

interval. The FFBP-NN is trained with a scaled conjugate gradient backpropagation algorithm. 

Different EVs with different temperatures and relative humidity have been expressed in the 

first part of Figure 3-5 and used to train the network with 43,009 samples: 70% for training, 

15% for validation, and 15% for testing the network in recognition. 
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Figure 3-5 Schematic overview of the proposed classification and recognition process of various 

electric vehicles with different temperatures and relative humidity. 

A lot of data on two lithium-ion batteries at different ambient conditions (temperature and 

relative humidity) has been collected from the previous section. A charging current sample of 

0.9C (A) was used for a 10 sec interval time to recognize the type of battery, its temperature, 

and relative humidity. Figure 3-6-a presents a short charging sample of the proposed 

classification and recognition model. As concluded from the figure, the challenge is 

represented in the instant recognition and the tiny variations between the charging current 

characteristic of the different categories, charging temperatures and relative humidity. The 

results of the online recognition are presented in the Confusion matrix in Figure 3-6-b. The 

proposed classification ensured a perfect performance of the training, validation, and test 

samples. However, the complexity of the classification as the amplitude of the charging current 

is the same as 0.9C (A) for the two types of EVs with different temperatures and relative 

humidity. The accuracy of the training, validation and testing are 83.2%, 82.9%, and 83.1%, 

respectively. As shown in Figure 3-6-b, the accuracy for the overall network is 83.2% which 

is acceptable compared to the literature. The increase in the size of the online training database 

could improve the recognition and classification process. In addition, the statistical analysis of 

charging current signals at all the charging points daily is explored to detect a new class to be 

fed to the database.   
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EV Temp. RH 

1 18°C 61% 

2 18°C 78% 

3 16°C 84% 

4 41°C 35% 

5 41°C 52% 

6 41°C 35% 

7 23°C 24% 

8 41°C 70% 

9 18°C 73% 

10 30°C 44% 

(a) 

 
(b) 

Figure 3-6 (a) The charging current of different operating conditions, and (b) The confusion matrix 

of the overall recognition and classification process. 
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Despite the different EV types and battery surrounding temperature and relative humidity, the 

proposed recognition system based on the FFBP-NN has been implemented on an extra 

percentage of the initial terminal voltage. Therefore, each terminal voltage is directly reflected 

on a specific state of charge (SOC) which is considered a practical implementation of the 

electric vehicle charging station, and the results are expressed in Table 3-2. As shown, the 

system can perfectly recognize the type of EV, its temperature, and relative humidity. The 

numbers represent the probability of each recognition, and the shaded cells express the 

selection of the classifier to its corresponding EV. It is observed that in Test_6 however, the 

values are very close, the proposed neural network recognized the status of the corresponding 

EV precisely.  For future work, it is recommended that for the same test, we can test the network 

with multiple samples to increase the decision probability.   

Table 3-2 Testing the proposed classification and recognition process. 

 

Initial 

Voltag

e (V) 

EV_1 EV_2 EV_3 EV_4 EV_5 EV_6 EV_7 EV_8 EV_9 
EV_1

0 

Test_

1 
4.19 

0.970

5 

0.017

6 
0 

0.004

9 

0.005

5 

0.001

5 
0 0 0 0 

Test_

2 
4.23 0 

0.456

1 
0 

0.141

1 

0.390

5 

0.000

2 
0 0 

0.006

4 

0.005

6 

Test_

3 
4.19 0 0 

0.704

9 
0 

0.000

5 
0 

0.173

2 

0.121

4 
0 0 

Test_

4 
3.376 0 0 0 

0.965

7 

0.033

6 
0 0 

0.000

6 
0 0 

Test_

5 
3.19 

0.000

1 
0 0 0 0 

0.999

9 
0 0 0 0 

Test_

6 
11.55 0 0 0 0 0 0 0 0 

0.495

5 

0.504

5 
 

3.4 Constant Current-Constant Voltage (CC-CV) Charging Protocol 

Under Dynamic Temperature and Relative Humidity 

This section proposes fast charging parameters estimation of the lithium-ion battery under the 

dynamic temperature and relative humidity using the CC-CV charging protocol based on the 

EV recognition and classification in the previous section. 

3.4.1 EV fast-charging parameters estimation by the CC-CV protocol 

The classification and recognition results will be followed by a full estimation of the CC-CV 

protocol parameters. In the proposed charging estimation stage, the feedforward 

backpropagation neural networks (FFBP-NN) have been used to represent the non-linear 

system by mapping the observables to the desired output. In [258, 259], the feedforward neural 



Chapter 3 

55 

 

networks offered fast computational speeds online since, it is composed of a series of matrix 

multiplications, and other algorithms that contain computational intensive calculations like 

partial differential equations.  

During the training, the inputs received are multiplied by randomly corresponding weights. 

The product is summed up and the error is determined and compared with the measured value. 

The error is backpropagated as an input to the network, with the weights readjusted. The 

process is repeated till the least error margin has been obtained. The main target of the FFBP-

NN is to determine the optimal weights that can predict output proximity to the measured as 

given in the following equations [260]. 

𝑊∗ = 𝑎𝑟𝑔𝑚𝑖𝑛 𝐸𝑝(𝜔) 3-6 

𝐸(𝜔) =∑𝐸𝑝(𝜔)

𝑝

 3-7 

𝐸𝑝 =
1

2
∑(𝑑𝑝𝑗 − 𝑦𝑝𝑗(𝜔))

2

𝑝

 3-8 

𝐸(𝜔) =
1

2
∑∑(𝑑𝑝𝑗 − 𝑦𝑝𝑗(𝜔))

2

𝑗=1𝑝=1

 3-9 

Where 𝜔 is the weight matrix, 𝐸(𝜔) is an objective function on 𝜔. 𝐸(𝜔) is to be minimized 

and calculated at any point of 𝜔, 𝑝 is the number of examples in the training set, 𝐸𝑝(𝜔) is the 

output error for each 𝑝, 𝑦𝑝𝑗, 𝑎𝑛𝑑 𝑑𝑝𝑗 are the predicted output and measured output, 

respectively. 

This study is based on the premise of the data-driven method, where the FFBP-NN is used 

based on the Levenberg-Marquardt algorithm as the learning algorithm to model the battery 

dynamic charging process at different temperatures and relative humidity by a dataset used for 

learning. The dynamic dataset utilized in this study consists of battery parameters (terminal 

voltage, charging current, temperature, and relative humidity) which have been measured 

during the charging process. The parameters have been carefully extracted from the battery 

under a controlled Temperature/Humidity chamber using precisely calibrated sensors, as 

presented in Figure 3-2. The output results from this stage are a full estimation of the EV 

charging current and terminal voltage at the operating ambient corresponding to the EV 

category. 
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Figure 3-7 Schematic overview of the estimation stage of the fast-charging process using the CC-

CV protocol. 

After the classification of the electric vehicle described in the previous section, the recognition 

has been fed to the FFBP-NN as three inputs temperature, relative humidity, and the type of 

EV represented by the lithium-ion polymer battery. The training, validation, test, and overall 

regressions plots are proposed in Figures 3-8-a to 3-8-d. The plots show that the regression 

coefficients (R) of the training, validation, test, and overall system are 0.99953, 0.99948, 

0.99951, and 0.99952, respectively. It is observed that the regression coefficients are in close 

agreement with unity which validates the accuracy of the FFBP-NN model. 

Two graphs for both the proposed charging current and the predicted terminal voltage of the 

lithium-ion battery will be extracted from the FFBP-NN. As shown in Figure 3-8-e, the actual 

measured charging current agrees with the simulated current extracted from the NN. The error 

between the simulated and measured terminal voltage is expressed in Figure 3-8-f. It varies 

between -1% to 1% due to the variation in the applied current, which is considered an 

acceptable range.  
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(a) (b) 

  

(c) (d) 

  
(e) (f) 

Figure 3-8 Extracted output results from the FFBP-NN (a) the training regression results, (b) 

validation regression results, (c) test regression results, (d) overall system regression plots, (e) the 

measured and simulated charging current, and (f) the percentage of error between the measured and 

simulated terminal voltage of the lithium-ion battery. 

3.4.2 Hammerstein-Wiener (HW) modelling of the EV battery dynamic 

behaviour 

The last stage is the sufficient and accurate modelling of the EV battery dynamic behaviour. 

Instead of the conventional electrical representation of the lithium-ion battery as mentioned in 

the literature, Hammerstein-Wiener (HW) identification model is utilized to present the 

nonlinear output dependency of the system on its input. HW model has been widely used for 
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nonlinear industrial systems [261]. This model is cascaded with a nonlinear block either 

preceding (Hammerstein model) or following (Wiener model) the linear block as expressed in 

Figure 3-9 [262]. HW is composed of up to three steps: calculating the linear block input 𝑤(𝑡) 

from the input experimental data using nonlinear equation of 𝑤(𝑡) = 𝑓(𝑢(𝑡)), then calculating 

the output of the dynamic linear box by 𝑥(𝑡) =
𝐵

𝐹
𝑤(𝑡) then finally the output of the HW model 

by 𝑦(𝑡) = ℎ(𝑥(𝑡)) has been calculated as expressed in [46, 262, 263]. 

 
Figure 3-9 Schematic diagram of Hammerstein-Wiener model block diagram. 

The modelling and identification of the battery cell dynamic behaviour are obtained using the 

nonlinear Hammerstein-Wiener (HW) model. HW is used based on the Levenberg-Marquardt 

(lm) search method with one numerator order and three denominator orders. The measured and 

simulated model output is expressed in Figure 3-10-a. As shown, the HW model perfectly 

predicted the behaviour of the battery using the CC-CV charging protocol parameters with the 

best fit of 89.62%, which is acceptable as stated in [46]. In addition, the difference between the 

measured experimental data and the simulated model of the battery terminal voltage is 

presented in Figure 3-10-b. The maximum error observed is 0.05 V, representing 1.19%.  

  
(a) (b) 

Figure 3-10 Output from the HW model (a) Measured and simulated model output, and (b) 

Difference between the measured data and simulated HW model output. 
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The overall novel approach of this charging process is summarized in Figure 3-11. Where all 

the above-mentioned stages are presented in a flowchart with the ascending flow starting from 

collecting data, classification, and recognition, estimating the CC-CV protocol parameters, and 

finally modelling and identification of the EV battery dynamic behaviour. 

 
Figure 3-11 Flowchart of the overall proposed system starting from EV connected to the charging 

pile till the battery is fully charged. 
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3.5 Chapter Summary 

This chapter introduced novel fast charging algorithms for electric vehicles (EVs), which cover 

the process of entering the EV into the charging station and connecting to the charging pile 

until leaving the station fully charged. In the first stage, an investigation of the impact of 

temperature and/or relative humidity on the charging process of plug-in EVs (PEVs) is 

conducted using the constant current-constant voltage (CC-CV) protocol with lithium-polymer 

ion batteries of a single cell of 1000 mAh and a battery pack of 2200 mAh. It is observed that 

whenever the temperature is increased the total charging interval time increased by 3.73% and 

whenever the relative humidity is increased the total charging interval time is increased by 

23.54%.  

This was followed by a novel PEV classification and recognition model under the impacts of 

various ambient circumstances. The feedforward backpropagation neural network (FFBP-NN), 

a supervised classification algorithm supported by the statistical analysis of an instant charging 

current sample, was used. The proposed recognition model using the FFBP-NN ensured an 

accuracy of 83.2% despite the different EV capacities and battery surrounding temperature and 

relative humidity. This was followed by EV fast charging parameters estimation. The FFBP-

NN perfectly estimated the charging current, terminal voltage, and charging interval time of 

the CC-CV protocol. The regression coefficient of the overall system reached 0.99952 and the 

maximum error between the simulated and experimental measured terminal voltage reached 

1%. Then a sufficient identification model of the battery dynamic behaviour based on the 

Hammerstein-Wiener (HW) model was introduced. The model ensured a best fit of 89.62% 

and the maximum error between the simulated and measured data reached 1.19%. 
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4 Chapter 4  

CAD, Design, and Development of EV Charging Protocol 

using AI for Fast Charging Under Dynamic Environment 
 

4.1 Introduction 

This chapter proposes novel fast charging techniques based on the multi-stage charging current 

(MSCC) to be compared with the conventional constant current-constant voltage (CC-CV) 

charging protocol to speed up the charging time, reduce the energy loss, and enhance the 

charging efficiency. Besides, a smart charger is proposed and implemented to improve the 

transient performance of the charging process while using renewable energy sources. 

4.2 Multi-stage Charging Current (MSCC) Charging Protocol based on 

Cuckoo Optimization Algorithm (COA) at Constant Ambient 

Conditions 

4.2.1 Estimation and calculation of the internal parameters of the proposed 

lithium-ion polymer battery model 

Modelling of Lithium-ion batteries could be divided into two main categories: 1) the first 

category is the Electrochemical model that describes the electrochemical reaction occurring in 

the battery [71], and 2) the second category is its electronic equivalent circuit that is based on 

the characteristics of the lithium-ion battery and can be branched into Rint model, PNGV 

model, Thevenin model, RC first-order transient model and RC second-order transient that is 

also called Dual Polarization (DP) model [37, 264-267]. The RC second-order transient 

equivalent circuit model (DP model) in Figure 4-1 represents the transient behaviour of the 

lithium-ion polymer battery. The DP model has proved to be the closest circuit model that can 

be used to explain the performance and behaviour of lithium-ion batteries due to the 

dependency on the electrochemical and concentration polarization internal resistances and 

capacitances [68]. Hence, the target is modelling the lithium-ion battery while defining all its 

internal parameters. 

The RC second-order transient model consists of three main sectors [268-271]: open circuit 

voltage 𝑂𝐶𝑉, which depends on the battery state of charge, internal resistances including the 

ohmic internal resistance (𝑅𝑖), the electrochemical polarization internal resistance (𝑅𝛼) and 

the concentration polarization internal resistance (𝑅𝛽) and lastly, the internal capacitances such 

as the electrochemical polarization capacitance (𝐶𝛼) and the concentration polarization 

capacitance (𝐶𝛽). 
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Figure 4-1 The proposed RC second-order transient equivalent model of a lithium-polymer battery. 

The electrical behaviour and relationship between the circuit components can be expressed as 

follows. 

𝐼𝐶𝛼𝜆
= 𝐼𝜆 {1 −

1 − 𝑒
−𝛥𝑡
𝑅𝛼𝐶𝛼
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Where, 𝐼𝜆 is the total current of the present stage 𝜆, 𝐼𝐶𝛼𝜆
 is the stage current passes through the 

electrochemical polarization capacitance (𝐶𝛼), 𝐼𝐶𝛽𝜆
 is the current passes through the 

concentration polarization capacitance (𝐶𝛽) and 𝛥𝑡 is the change in interval time. 

The detailed calculations and estimations of the 𝑂𝐶𝑉 and the internal parameters of the 

proposed polymer lithium-ion battery are explained in the following sub-sections. 

4.2.1.1 Open Circuit Voltage (OCV)-State of Charge (SOC) Method 

There are various methods to estimate SOC. The first method is the Open Circuit Voltage 

(OCV) which is used to measure the voltage at the required SOC percentage, yet a precise 

relaxation time should be taken [272-274]. Secondly, the Coulombs Counting method relies on 

the current integration depending on a controlled sensor, however, regular calibration should 

be done to avoid any error [275-280]. The last one is the machine learning method, which is 

based on the reliability of the collected data and includes the following: artificial intelligent 

[259, 281, 282], the support vector machines algorithm (SVM) [283, 284] and Kalman filter 

family methods that rely on the state-space model, yet, the machine learning method has a poor 

performance in transients [285-291]. 

SOC with a low percentage of error is required to optimize the energy loss, the time interval 

required to charge the battery, safety usage, and battery management. The integration of the 

modified Coulomb Counting method with the OCV method has proved to cause no critical side 

effects during normal battery operation [278], and it can be expressed as 
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𝑆𝑂𝐶𝜆 = 𝑆𝑂𝐶𝜆−1 ± (𝜂 ×
∫ 𝐼𝜆−1. 𝑑𝜏
𝜏

𝑡0

𝐶𝑅𝑎𝑡𝑒
) × 100% 

4-3 

where ± the positive sign for charging and the negative sign for discharging, 𝑆𝑂𝐶𝜆 is the state 

of the present charging stage 𝜆,  𝐼𝜆−1 is the current of the battery at stage (𝜆 − 1), 𝜂 is the 

coulomb coefficient and it is constant =1 for discharging and =0.98 for charging and  𝐶𝑅𝑎𝑡𝑒 is 

the rated capacity of the battery (Ah). 

The procedures of SOC estimation are presented in the flow chart of Figure 4-2-a. The proposed 

procedures are implemented to draw the relationship between OCV compared to SOC at a room 

temperature of 25°C and relative humidity of 82% using NI myRIO-1900 as shown in Figure 

4-2-b.  
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(a) 

 
(b) 

Figure 4-2 Illustrates (a) the procedures of the OCV-SOC test method and (b) the relation between 

OCV-SOC of the lithium-polymer battery cell at room temperature 25°C. 
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4.2.1.2 Internal Parameters of the Proposed Battery Model  

The values of the proposed battery equivalent circuit model have been calculated based on the 

battery terminal potential difference during the discharging current pulses. The discharging 

current pulses have been implemented in a short interval time of 20 sec with a 600 sec 

relaxation period before and after the applied current pulse [268, 270]. Figure 4-3. shows 

specific voltages and times during the discharging pulses which are used to calculate the 

internal parameters of the lithium-polymer battery. 

 
Figure 4-3 Discharging current pulse sample graph measured by NI myRIO during the interval 

time 20 s at room temperature 25°C. 

By applying a discharging current pulse of 0.2A on the used polymer lithium-ion battery, the 

ohmic internal resistance 𝑅𝑖, the electrochemical polarization internal resistance 𝑅𝛼 and the 

concentration polarization internal resistance 𝑅𝛽 have been calculated after 1 sec, 10 sec, and 

18 sec, respectively [268]. The equations given in [269] have been used to calculate the internal 

resistances and capacitances. The internal parameters of the proposed second-order transient 

equivalent circuit have been illustrated and calculated as follows: 

(a) The ohmic internal resistance 𝑅𝑖 calculated just after 1 sec of applying a discharging current 

pulse 0.2A. The values of ohmic internal resistance have been calculated by the immediate 
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voltage and discharging current according to Equation 4-4 for each change in the state of charge 

(𝛥𝑆𝑂𝐶) = 5% 

𝑅𝑖 =
𝑉𝐴 − 𝑉𝐵

𝐼𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔
 4-4 

(b) The electrochemical polarization internal resistance 𝑅𝛼 has been calculated after 10 sec of 

applying a discharging current pulse 0.2A. It depends mainly on the voltage difference within 

a short period of 9 sec. The electrochemical polarization internal resistance has been measured 

for each change in the state of charge (𝛥𝑆𝑂𝐶) = 5%  by 

𝑅𝛼 =
𝑉𝐵 − 𝑉𝐶

𝐼𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔
 4-5 

(c) The concentration polarization internal resistance 𝑅𝛽 has been determined after 18 sec of 

applying a discharging current pulse 0.2A for each change in the state of charge (𝛥𝑆𝑂𝐶) =

5%by  

𝑅𝛽 =
𝑉𝐶 − 𝑉𝐷

𝐼𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔
 4-6 

(d) The electrochemical polarization capacitance 𝐶𝛼 has been calculated by Equation 4-7 for 

each change of state of charge (𝛥𝑆𝑂𝐶) = 5% 

𝐶𝛼 =
9𝐼

(𝑉𝐶 − 𝑉𝐵) ln (
𝑉𝐶
𝑉𝐵
)
 

4-7 

(e) The concentration polarization capacitance 𝐶𝛽has been calculated by Equation 4-8 for each 

change of state of charge (𝛥𝑆𝑂𝐶) = 5% 

𝐶𝛽 =
8𝐼

(𝑉𝐷 − 𝑉𝐶) ln (
𝑉𝐷
𝑉𝐶
)
 

4-8 

The relationship between the internal parameters of the proposed battery model and SOC is 

presented in Figure 4-9.  
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(a) 

 
(b) 

 
(c) 

 
(d) 
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(e) 

Figure 4-4 The relationship between the internal parameters of the proposed battery model (a) The 

ohmic internal resistance 𝑅𝑖, (b) The electrochemical polarization internal resistance 𝑅𝛼, (c) The 

concentration polarization internal resistance 𝑅𝛽, (d) The electrochemical polarization capacitance 

𝐶𝛼 and (e) The concentration polarization capacitance 𝐶𝛽 corresponding to SOC during an interval 

discharging pulse 20s at room temperature 25°C. 
 

4.2.2 Derivation of the Fast-Charging Fitness Function  

To reach the battery’s full capacity with a minimum charging interval time and energy 

consumption, an objective function (fitness function) should be minimized. The concept of the 

constructed objective function equation is based on the following equations which have been 

extracted from [74, 75, 78, 83]. The energy loss for the proposed RC second-order transient 

equivalent circuit can be expressed as follow. 

𝐸. 𝐿. (𝐽) = ∑[{𝐼𝜆
2𝑅𝑖𝑇𝜆} + {(𝐼𝜆 − 𝐼𝐶𝛼𝜆

)2𝑅𝛼𝑇𝜆} + {(𝐼𝜆 − 𝐼𝐶𝛽𝜆
)2𝑅𝛽𝑇𝜆}]

𝑁

𝜆=1

 
4-9 

Where 𝑁 is the total number of constant current charging stages and 𝑇𝜆 is the total time of 

current charging at stage 𝜆. 

By considering the interval change in time of the system is  𝛥𝑡 = 1 sec and the change of SOC 

is  𝛥𝑆𝑂𝐶 = 1%, the charging interval time for each stage will be expressed as 𝑇𝜆(𝑠𝑒𝑐) =

(36/𝐼𝜆) from Equation 4-3. 

The objective function intended in this study stated in Equation 4-10 was obtained by using 

Equations 4-1, 4-2, 4-3, and 4-9. 



Chapter 4 

69 

 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛

=

[
 
 
 
 

𝜔1 χ ∑ ∑

[
 
 
 

{𝐼𝜆
2𝑅𝑖

36

𝐼𝜆
. }

𝑁

𝜆=1

𝑆𝑂𝐶𝜆

𝑆𝑂𝐶𝜆−1=1

+

{
 

 
(𝐼𝜆 {

1 − 𝑒
−𝛥𝑡
𝑅𝛼𝐶𝛼

𝛥𝑡
𝑅𝛼𝐶𝛼

}− 𝐼𝜆−1 {
1 − 𝑒

−𝛥𝑡
𝑅𝛼𝐶𝛼

𝛥𝑡
𝑅𝛼𝐶𝛼

− 𝑒
−𝛥𝑡
𝑅𝛼𝐶𝛼}

− 𝐼𝐶𝛼𝜆−1
{𝑒

−𝛥𝑡
𝑅𝛼𝐶𝛼})

2

𝑅𝛼
36

𝐼𝜆
 

}
 

 

+

{
 

 
(𝐼𝜆 {

1 − 𝑒
−𝛥𝑡
𝑅𝛽𝐶𝛽

𝛥𝑡
𝑅𝛽𝐶𝛽

} − 𝐼𝜆−1 {
1 − 𝑒

−𝛥𝑡
𝑅𝛽𝐶𝛽

𝛥𝑡
𝑅𝛽𝐶𝛽

− 𝑒
−𝛥𝑡
𝑅𝛽𝐶𝛽}

− 𝐼𝐶𝛽𝜆−1
{𝑒

−𝛥𝑡
𝑅𝛽𝐶𝛽})

2

𝑅𝛽
36

𝐼𝜆
 

}
 

 

]
 
 
 

+ [𝜔2 χ∑(
(𝑆𝑂𝐶𝜆 − 𝑆𝑂𝐶𝜆−1) ∗ 36

𝐼𝜆
)

𝑁

𝜆=1

]

]
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Where 𝜔1 is the weighting factor of the total energy loss and it could be adjusted from 0 to 1 

and  𝜔2 is the weighting factor of the total required charging interval time where 𝜔2 = 1 − 𝜔1. 

 

4.2.3 Limitations of Fast Charging Algorithms  

4.2.3.1 Cut Off Voltage of Each Stage (𝑽𝒄−𝒐𝝀); 

Every battery has a charging cut-off voltage which should not be exceeded to guarantee the 

battery from damage and overcharging. The proposed polymer lithium-ion battery should not 

exceed the maximum permitted voltage for each stage which can be expressed by 𝑉𝑐−𝑜𝜆 ≤

4.25V 

4.2.3.2 The Maximum Permitted Charging Current of Each Stage (𝑰𝝃𝝀) 

The charging current should not exceed a security threshold value. The security threshold value 

can be presented as a relationship between the charging constant current (0.05C A – 1C A) and 

the charging interval time [292]. To avoid overcharging and damage to the battery, the 

maximum permitted charging current can be described as: 
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𝐼𝜉𝜆 = {

  1                                                       𝑇𝜆 ≤ 2,480 𝑠𝑒𝑐
−𝑇𝜆
6000

+ 1.413                               𝑇𝜆 > 2,480 𝑠𝑒𝑐
 4-11 

where 𝐼𝜉𝜆  is the maximum permitted charging current for each stage and 𝑇𝜆 is the charging 

interval time of stage 𝜆. 

4.2.4 Fast Charging Implementation Algorithms  

A lithium-ion polymer battery with a nominal capacity of 1000 mAh has been selected as a test 

case. The detailed specification of this battery is presented in Table 3-1. 

Multi-stage fast charging methodologies have been implemented on the lithium-ion polymer 

battery to reach full capacity(𝑆𝑂𝐶𝜆 = 100%) as illustrated in Figure 4-5-a, which can be 

categorized into two main scenarios: the first scenario is the standard CC-CV method and the 

second scenario is the Multi-Stage Charging Current method (MSCC) based on Cuckoo 

Optimization Algorithm (COA). COA has been implemented on the proposed RC second-order 

transient equivalent circuit to determine the optimum charging interval time and the optimum 

energy loss during charging. COA is simulated using MATLAB (R2017a, The MathWorks 

Ltd, Natick, MA, USA). The MATLAB source code has been stated in detail in Appendix A. 

Furthermore, the steps performed to implement the proposed multi-stage charging current 

methodologies are presented in Figure 4-5-b.  
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(a) 

 
(b) 

Figure 4-5 (a) The proposed scenarios of charging the lithium-polymer battery, and (b)The 

procedures performed to implement the proposed multi-stage charging current methodologies. 
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4.2.4.1 Cuckoo Optimization Algorithm (COA) 

COA is superior to various optimization algorithms (genetic algorithm, particle swarm, ant 

colony, …etc) for multimodal objective functions due to its robustness to dynamic changes and 

broad applicability [293-295]. COA is inspired by the behaviour life of a species of bird called 

the Cuckoo. This technique is mainly the form of grown cuckoos and eggs. Grown cuckoos put 

their eggs in the nests of various birds as they have two probabilities: 1) the first is that the host 

bird kills the eggs, and 2) the second is that the eggs are not killed and recognized by the host 

bird and grow up and become a grown cuckoo [295, 296]. The cuckoo optimization algorithm 

is tending to find the best habitat for all cuckoos where there is a high opportunity for eggs to 

grow up. The best suitable habitat will be the target for cuckoos in other societies [295, 297]. 

The procedures of using the proposed COA are explained by the flowchart in Figure 4-6 

illustrating each step including the initial population (Cuckoo’s Habitat), Laying Eggs Style, 

Immigration of Cuckoo, Eliminating Cuckoos, and the convergence criteria.  

 
Figure 4-6 The flowchart of the Cuckoo Optimization Algorithm (COA). 

 



Chapter 4 

73 

 

4.2.4.2 Constant Current-Constant Voltage (CC-CV) Protocol  

The CC-CV charging protocol is the standard technique for any battery charging. It is 

performed on the polymer lithium-ion battery by applying a constant current of 1 A until the 

voltage reaches the cut-off value (4.25V) and then the voltage is held constant while the current 

decays to the minimum value of 0.05A. This method took 7,100 sec till the battery reached its 

full capacity (0 to 100% SOC) of 4.1785V after a relaxation time of 10,800s as shown in Figure 

4-7-a.   

4.2.4.3 Multi-stage Charging Current Based Cuckoo Optimization Algorithm (COA) 

Multi-stage charging current methodologies have been applied to the lithium-ion polymer 

battery, and it is divided into two main scenarios based on the conditional boundaries of the 

currents as follows: 

4.2.4.3.1 Hierarchical Technique (HT) 

The first scenario is called Hierarchical Technique (HT) and it has been obtained by applying 

a hierarchical stepping-down variable constant currents during the charging process 𝐼𝜆 ≤ 𝐼𝜆−1 

and presented in Figure 4-7-b. 

Based on the Hierarchical Technique (HT), the battery reached full capacity (0 to 100% SOC) 

in 5,815 sec and based on the dynamic behaviour and relaxation theory of batteries, the capacity 

of the battery reached 97% (4.107 V) after a relaxation time 10,800 sec. 

By applying HT based on COA, the total energy consumed during the charging process was 

reduced by 7.783%, the total charging interval time was reduced by 18.1% and the efficiency 

improved by 8% based on Equations 4-12, 4-13, and 4-14, respectively compared to CC-CV 

protocol test [298]. 

𝐸𝑆𝑎𝑣𝑒𝑑 =
𝐸. 𝐿.𝐶𝐶𝐶𝑉− 𝐸. 𝐿.𝑃𝑟𝑜𝑝𝑠𝑒𝑑

𝐸. 𝐿.𝐶𝐶𝐶𝑉
× 100 4-12 

𝑇𝑟𝑒𝑑𝑢𝑐𝑒𝑑 =
𝑇𝐶𝐶𝐶𝑉 − 𝑇𝑃𝑟𝑜𝑝𝑠𝑒𝑑

𝑇𝐶𝐶𝐶𝑉
× 100 4-13 

𝜂𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 = (
𝐶𝑑𝑖𝑠𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑
𝐶𝑐ℎ𝑝𝑟𝑜𝑝𝑠𝑒𝑑

−
𝐶𝑑𝑖𝑠𝐶𝐶𝐶𝑉
𝐶𝑐ℎ𝐶𝐶𝐶𝑉

) ∗ 100 4-14 

Where 𝐸𝑆𝑎𝑣𝑒𝑑  is the energy saved, 𝑇𝑟𝑒𝑑𝑢𝑐𝑒𝑑 is the reduced charging interval time, 𝐶𝑑𝑖𝑠𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑  is 

the discharging capacity of the proposed technique, 𝐶𝑐ℎ𝑝𝑟𝑜𝑝𝑠𝑒𝑑  is the charging capacity of the 

proposed technique and 𝜂𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 is the improved efficiency of the proposed technique. 

4.2.4.3.2 Conditional Random Technique (CRT) 

The second scenario was based on the conditional randomness of the cuckoo optimization 

algorithm which chooses the values of the stage current lying within the boundaries declared 

previously and presented in Figure 4-7-c. The battery reached its full capacity (0 to 100% SOC) 
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in 5,506 sec, but based on the dynamic behaviour and relaxation theory of batteries, the capacity 

of the battery reached 97% after a relaxation time of 10,800 sec. The energy consumption saved 

by the Conditional Random Technique (CRT) is 10.408%, the time was reduced by 22.45%, 

and the efficiency improved by 14.1%. 

 
(a) 

 
(b) 
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(c) 

Figure 4-7 Relationship between different charging methodologies for polymer lithium-ion battery 

at room temperature 25°C (a) The standard CC-CV protocol, (b) Multi-stage charging current 

method based on HT and (c) Multi-stage charging current method based on CRT. 

The proposed previous two techniques improved the efficiency of the fast charging of the 

lithium-ion polymer battery with minimum energy loss and less interval time with respect to 

the previous data presented in the literature. The maximum error between the experimental and 

simulated voltage results of the two scenarios (HT and CRT) is presented in Figure 4-8. The 

maximum error of the proposed RC second-order equivalent circuit model reached 2.3%. The 

maximum error between the experimental and simulated charging voltages has been calculated 

by: 

ɜ (%) =
ɱ𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡−ɱ𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛

ɱ𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡
∗ 100 

4-15 

where ɜ is the percentage of error and  ɱ𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡−ɱ𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 is the difference between the 

maximum experimental and simulated voltage points, respectively. 
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(a) 

 
(b) 

Figure 4-8 The maximum error declaration between experimental and simulated voltage results for 

both HT and CRT at room temperature 25°C, respectively. 

Detailed results obtained from the previous techniques include charging stage current, charging 

interval time for each stage, total charging time for all the process, and total energy loss 

presented in Table 4-1. As shown, the proposed techniques based on COA and the simulation 

based on the RC second-order transient circuit have a good impact on the time required for 

charging and the energy consumed during the charging. 
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Table 4-1 A detailed comparison between the CC-CV method and the proposed scenarios based on 

COA at room temperature 25°C. 

 Standard CC-CV method 

Cuckoo Optimization Algorithm (COA) 

Hierarchal 

Technique (HT) 

Conditional Random 

Technique (CRT) 

𝐼1 (A) 

1 

1 0.9 

𝐼2 (A) 0.7 1 

𝐼3 (A) 0.6 0.9 

𝐼4 (A) 0.4 0.4 

𝐼5 (A) 0.1 0.3 

𝑇1(s) 

7,100 

1,474 1,493 

𝑇2(s) 1,451 484 

𝑇3(s) 1,157 1,018 

𝑇4(s) 1,096 1,264 

𝑇5(s) 637 1,247 

Total charging Time 

(s) 
7,100 5,815 5,506 

Energy Loss (J) 1,127.667 1,039.9 1,010.3 
 

4.2.5 Analysis of the Weighting Factors 

In furtherance of the foregoing, each weight of the energy loss and charging interval time 

changed in Equation 4-10 to vary from 0 to 1 where 𝜔1 + 𝜔2 = 1. Any change in energy loss 

weight 𝜔1 or the charging interval time weight 𝜔2 will result in a different combination of five 

constant currents with different charging interval times based on COA as shown in Table 4-2.  
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Table 4-2 The results of changing the weights of energy loss and charging interval time. 

𝜔1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

𝜔2 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 

𝐼1(A) 0.9 1 1 1 0.8 0.9 0.4 1 1 0.8 1 

𝐼2(A) 1 0.7 0.7 0.8 1 1 0.9 0.9 0.7 1 0.8 

𝐼3(A) 0.9 0.5 1 0.9 0.7 0.9 1 0.7 0.8 0.9 0.8 

𝐼4(A) 0.6 1 0.7 0.6 0.4 0.4 0.8 0.6 0.7 0.6 0.3 

𝐼5(A) 0.3 0.3 0.6 0.4 0.4 0.3 0.5 0.6 0.6 0.4 0.2 

𝑇1(s) 602 1,500 420 1,255 915 1,493 333 
1,47

9 
574 1,500 1,500 

𝑇2(s) 
1,44

5 
1,468 1,145 1,076 1,435 484 874 474 1,392 590 1,438 

𝑇3(s) 491 1,470 882 300 1,234 1,018 881 893 348 492 410 

𝑇4(s) 
1,21

9 
893 1,500 1,254 704 1,264 1,356 

1,29

9 
1,421 1,217 1,474 

𝑇5(s) 
1,44

3 
440 803 1,231 619 1,247 1,404 490 1,378 1,486 1,500 

Time 

(s) 

5,20

0 
5,771 4,750 5,116 4,907 5,506 4,848 

4,63

5 
5,113 5,285 6,322 

Energ

y 

Loss 

(J) 

1,03

2. 

994.5

00 

1,066

.1 

1,023

.7 

964.9

04 

1,010

.3 

984.3

81 

1,05

3 

995.9

22 

921.4

7 

1,073

.1 

Based on the relationship between the current of each stage, the interval time of each stage and 

the conditional constraints/boundaries, any change in the weight of energy loss or in the 

charging interval time will not affect the charging capacity based on COA.  

COA rearranges the data and searches for the optimum solution to minimize energy loss and 

charging interval time based on the objective function regardless of the weighting factor as 

explained in Table 4-2. 

4.3 Off-Board Charging Implementation using the Neural Network 

Predictive Controller (NNPC) 

This section is presenting the implementation of the mentioned CC-CV and MSCC fast-

charging protocols theoretically and the results are compared experimentally to prove the 

efficiency of the proposed controller.  

4.3.1 Parasitic Buck Converter Model 

The backbone of EV charging process systems and electric vehicle charging stations is the DC-

DC converters. In this thesis, the basic parasitic DC-DC buck converter is utilized to step down 

the output voltage of the RESs represented in the PV system as shown in Figure 4-9. The 

modelling of the lithium-ion battery used is the RC second-order transient equivalent circuit 
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model. This model represents the transient behaviour of the lithium-ion polymer battery as 

shown in Figure 4-9-a. This model has proved to be the closest circuit model that can be used 

to explain the performance and behaviour of lithium-ion batteries [268]. The values of the 

internal parameters corresponding to the battery state of charge (SOC) during an interval 

discharging pulse of 20s at room temperature of 25°C and relative humidity of 82% are 

presented and illustrated in Figure 4-4. 

To describe the dynamic performance of the converter, The second-order differential equation 

of the parasitic DC-DC converter in terms of the duty cycle has been introduced by the average 

model mentioned in [147] and expressed in the following equations and the graphical model in 

Figure 4-9-b. 

𝑉𝐴 = 𝑅𝐿𝑖𝐿 + 𝐿
𝑑𝑖𝐿
𝑑𝑡

+ 𝑉𝑚 4-16 

𝐶.
𝑑𝑉𝐶
𝑑𝑡

= 𝑖𝐿 −
𝑉𝑚
𝑅𝑚

 
4-17 

𝑉𝑚 = 𝑅𝐶 (𝑖𝐿 −
𝑉𝑚
𝑅𝑚
) + 𝑉𝐶 

4-18 

𝑉𝑚(𝑠)

𝑉𝑅𝐸𝑆(𝑠)
=
𝑉𝑚(𝑠)

𝐷. 𝑉𝑅𝐸𝑆
=

1

𝑠2𝐿𝐶 + 𝑠 (𝑅𝐿𝐶 +
𝐿
𝑅𝑚
) + (

𝑅𝐿
𝑅𝑚

+ 1)
 

4-19 

Where, 𝑉𝐴 is the average voltage on the diode, 𝑅𝐿 and 𝑅𝐶 are the inductor and capacitor internal 

resistances, respectively, 𝑉𝑚 is the measured voltage on the resistance 𝑅𝑚, and 𝑉𝑅𝐸𝑆 is the 

renewable energy sources voltage.  
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(a) 

 
(b) 

Figure 4-9 (a) The proposed construction of the charging control system, and (b) Graphical s-plane 

model of the DC-DC buck converter. 
 

4.3.2 Charging Controllers Under Study 

This section is proposing an advanced dynamic charge controller for the lithium-ion battery 

throughout implementing the constant current-constant voltage (CC-CV) and multi-stage 

charging current (MSCC) protocols. The charging currents of the MSCC protocol have been 

predetermined from the COA mentioned above. The controllers that have been utilized in this 

section can be split into the proportional, integral, and derivative (PID) controller, fuzzy logic 

controller (FLC), and the artificial neural network predictive controller supported by the long-

short-term memory model (NNPC-LSTM). Due to the intermittency of the renewable energy 

sources (RES), the LSTM model is used as the input trained forecasted data to the NNPC 

controller as shown in Figure 4-10.  
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Figure 4-10 A schematic diagram of the proposed charging process using different controllers. 

 

4.3.2.1 PID controller 

PID controller is one of the conventional design controller techniques used for Dc-Dc 

converters [188, 299]. The proposed system has been investigated in discrete time with a 

sampling period of 1 ms. The process of selecting the controller parameters to ensure good 

performance is obtained by the automated tuning of the PID controller in MATLAB/Simulink. 

Where the proportional parameter (P) is 0.007667, the Integral parameter (I) is 3.667, and the 

derivative parameter (D) is −4.9 × 10−5. The proposed charging process by the PID controller 

is expressed as a graphical model in Figure 4-11-a. 

4.3.2.2 Fuzzy Logic Controller 

The concept of FLC is proposed from the fuzzy set theory stated in [300]. FLC is a non-linear 

technique used in highly complex and non-linear systems as it is not requiring any 

mathematical model to control the system. It depends on the operator’s experience to ensure 

sufficient rules to design the fuzzy controller [301]. FLC has been used widely to control the 

dc-dc converters as stated in [302-304]. FLC consists of three main stages fuzzification, rule 

base, and defuzzification as in Figure 4-11-b. The base rule of the dc-dc buck converter has 

been proposed in [304, 305]. The rule table of the proposed buck converter is shown in Table 

4-3 where NB, NS, ZE, PS, and PB mean negative big, negative small, zero, positive small, 

and positive big, respectively.  

Table 4-3 The rule table of the fuzzy logic controller (FLC). 

 Error (E) /  

Change in Error (CE) 
NB NS ZE PS PB 

NB PB PB PS PS PS 

NS PB PS PS PS ZE 

ZE PS PS ZE NS NS 

PS ZE NS NS NS NB 

PB NS NS NS NB NB 
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4.3.2.3 Neural Network Predictive Controller (NNPC) 

On the other hand, NNPC is optimizing the plant performance over a specific time horizon by 

calculating the control input. The first stage is determining the forward dynamic behaviour of 

the plant model and it can be called system identification. The planet model identification 

represented in Figure 4-21-c is used by the controller to predict the future performance of the 

system. The training signal is predicted through the error between the plant output and the NN 

output. The NN plant uses the previous inputs and outputs to predict the future output values 

of the plant through backpropagation training as declared in Figure 4-11-c.  

The controller output charging currents have been prevented to exceed the maximum 

constraints, as the input duty cycle was limited to the range from 0 to 1. In addition, the 

charging current is prevented to go beyond the 1A where the network has been trained offline 

in batch mode using the data collected from the proposed plant. The NNPC is developed based 

on the complete state-space represented model as mentioned in Equation 4-20. 

𝑑

𝑑𝑡
[
𝑖𝐿
𝑉𝑚
] =

[
 
 
 

−𝑅𝐿
𝐿

−1

𝐿
(𝐿 − 𝐶𝑅𝐿𝑅𝐶)𝑅

(𝑅𝑚 + 𝑅𝐶)𝐶𝐿
−
(𝐿 + 𝐶𝑅𝑚𝑅𝐶)

(𝑅𝑚 + 𝑅𝐶)𝐶𝐿]
 
 
 

[
𝑖𝐿
𝑉𝑚
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1

𝐿
𝑅𝑚𝑅𝐶

(𝑅𝑚 + 𝑅𝐶)𝐿]
 
 
 
𝑉𝑅𝐸𝑆 
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(a) 

 
(b) 

 
(c) 

Figure 4-11 Graphical illustrative schematic of the PID, FLC, and NNPC controllers, respectively. 

The NNPC is supported by the long-short-term memory model (LSTM) to forecast the PV 

panel output voltage offline and independent of the instantaneous climate change of the PV 

panel where all the data has been predicted and fed to the system to train the model. 

4.3.2.4 Long-Short-Term Memory (LSTM) Model 

Recently, researchers are forecasting PV power through several approaches categorized into 

statistical methods, physical methods, and artificial intelligent learning methods (AILMs) 

[306]. Statistical methods are dependent on historical data and exclude points that are not 

conducive to these models. Physical methods investigate the characteristics of PV power 

generation without a large amount of historical data. AILMs have utilized the mapping between 

input and output data and are used in power grids, energy consumption, pattern recognition, 

and power prediction [306]. To determine the power generated from the PV, solar radiation is 



Chapter 4 

84 

 

estimated based on mathematical models supported by an artificial neural network (ANN). 

ANN is found to be more accurate compared to the regression model, empirical regression 

model, empirical coefficient model, angstrom model, and fuzzy logic [307-309]. AIs methods 

especially neural networks (NNs) are used excessively to manage the power market operation 

based on precise load forecasting [310-312]. NNs are widely applied in forecasting, because of 

the dependency on multilayer perceptron, previous data, and the nonlinearity of the model 

[312]. Long-short-term memory (LSTM) is considered a variation of recurrent neural networks 

(RNN) and was originally developed by Hochreiter et al. [313]. LSTM has been applied in PV 

power prediction accurately by modelling the temporal changes in the PV data and forecasting 

the next step data [306]. However, the intermittency and randomness of solar power cause 

instability operation and control performance of the power grid. In addition, LSTM is typically 

implemented to capture the temporal patterns in monthly data and can estimate the power 

generation for any new site, in which weather information and terrain data are available as in 

South Korea [314]. In [315], the LSTM was combined with wavelet transform (WT) to 

decompose the solar energy time-series data into different frequency series for forecasting 

short-time output PV power.  

LSTM is considered a state-of-the-art model of the recurrent neural system because of its 

impact on both the practical and theoretical fields. The LSTM architecture consists of a set of 

recurrently connected sub-networks, known as memory blocks. Figure 4-12 introduces the 

architecture which consists of the gates, the input signal, the output, the activation functions, 

and peephole connections [316]. The core equations of the LSTM are expressed in Equations 

4-21 to 4-26 [317] and also are represented in Figure 4-12. 

𝑓𝑡 = 𝜎(𝑊𝑓 ∗ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑓) 
4-21 

𝑖𝑡 = 𝜎(𝑊𝑖 ∗ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑖) 
4-22 

𝑔𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑔 ∗ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑔) 
4-23 

𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑖𝑡 ∗ 𝑔𝑡 
4-24 

𝑜𝑡 = 𝜎(𝑊𝑜 ∗ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑜) 
4-25 

ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝑐𝑡) 
4-26 

Where 𝑓𝑡, 𝑖𝑡, 𝑔𝑡, and 𝑜𝑡 are the output value of the forget gate, input gate, update gate, and 

output gate, respectively, 𝑊𝑓,𝑖,𝑔,𝑜 is the weight matrices, 𝑏𝑓,𝑖,𝑔,𝑜is the bias vectors, 𝑐𝑡 is the 

memory cell, 𝜎 is the sigmoid activation function, ℎ𝑡−1 is the LSTM output value at time step 

𝑡 − 1, and 𝑋𝑡 is the input data. 
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Figure 4-12 The LSTM-specific dissemination as illustrated in [317]. 

Due to the intermittency of the RESs, especially PV systems, that causes difficulties and 

reduction in the real-time control performance, LSTM is implemented to predict the PV output 

power, voltage, and current accurately and fed to the NNPC with sufficient data to be used in 

training the model offline with the minimum error. 

4.3.3 Simulated Results and Experimental Analysis 

The parameters of the DC-DC buck converter that has been used in the simulated and 

experimental investigation are 𝑅𝑚 = 10𝛺, 𝐿 = 2.1 𝑚𝐻 , 𝑅𝐿 = 0.0071𝛺, 𝐶 = 470𝜇𝐹, 𝑅𝐶 =

0.117𝛺, switching frequency of 31kHz, lithium-ion battery of 1000m.Ah with a nominal 

voltage of 3.7v and the nominal input voltage from RES is 𝑉𝑅𝐸𝑆 = 25𝑉. The PV solar panel 

with rated maximum power 100W, rated voltage 18V and rated current of 5.56A.  

To validate the proposed NNPC based on the LSTM method with respect to the PID, and FL 

controllers, the Arduino UNO microcontroller board is integrated with MATLAB/Simulink. 

The experimental setup implemented is expressed in Figure 4-13. 
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Figure 4-13 The experimental setup used in the charging process. 

4.3.3.1 Simulated Results 

The sampling time of each controller was set to be 𝑇𝑠 = 1 𝑚𝑠 and the reference voltage could 

be changed every 0.05sec. The results have been scrutinized theoretically through the 

MATLAB/Simulink simulator program where each training procedure took about 40 mins to 

be simulated on a laptop Intel(R) Core (TM) i7-8550U CPU 1.80GHz with 8GB RAM. 

The output from MATLAB/Simulink program simulator is presented in Figure 4-14, where 

various scenarios have been implemented in the dynamic charging process. Figure 4-14-a 

presents the first scenario as the input voltage is maintained constant of 25V across the process 

and the multistage charging currents which are represented by 𝑉𝑚/𝑅𝑚 have been pronounced 

with a very low variation starting from 7.7V, 5.6V, and 8V. It is shown that NNPC-LSTM has 

a very high-speed response, enhanced settling time, and very low steady-state error with respect 

to the PID and FL controllers.  

In Figure 4-14-b, the output charging current represented in 𝑉𝑚/𝑅𝑚 is maintained constant 

despite the variation in the input voltage of RES from 25V to 12V. It is observed that the 

NNPC-LSTM ensures the tracking of any change in the input voltage with the fastest response 

concerning the PID, and FL controllers.  
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(a) (b) 

Figure 4-14 Simulated results for NNPC-LSTM and PID controllers where (a) reference voltage 

changes 7.7V, 5.6V, and 8V; (b) the input voltage changes from 25V to 12V. 

4.3.3.2 Experimental Validation 

Before the validation of the proposed experimental setup and implementation of the NNPC 

supported by the LSTM in the training stage of the system, we have to investigate the climate 

and its impact on the PV output power and the importance of the LSTM in predicting the output 

power of the PV system. 

4.3.3.3 PV Output Power Based on the Solar Climate and Module Characteristics 

The daily average amount of the total solar radiation incident to the horizontal surface at the 

surface in El-Sherouk City, Ciro, Egypt (latitude:30.1181 and Longitude:31.6089) during the 

year 2020 is implemented as shown in Figure 4-15-a. There is a significant variation in the 

insolation incident on the horizon surface during the year. To be more specific, a set of readings 

has been implemented on a mono-crystalline solar module at the British University in Egypt 

(BUE) with a rated maximum power of 100W, rated voltage of 18V, and rated current 5.56A 

and recorded by a PV system analyzer for 100 minutes on 17 December 2020 starting from at 

12:20:00 pm GMT, time zone. As shown in Figures 4-15-b and 4-15-c, the output power of the 

PV panel varies from one minute to another that reflecting the output current and voltage.  

The LSTM model in this research is responsible for two essential stages. The first stage is 

predicting the output power, voltage, and current of the PV panel to feed into the neural network 

predictive controller to train the model for accurate and robust dynamic performance. The 

second stage is giving the precision characteristics boundaries of the charging process. For 

example, in Figure 4-15-c the current reached 0.8A at the minute counter 20, this limit should 

be a limitation of the charging process, or if the required charging current is higher than 0.8A, 

the controller should complement the process by an alternative resource at this predetermined 

time. 

The LSTM model is used to predict the PV output power throughout a training dataset of 34% 

of the data and tested with 66% as shown in Figure 4-15-d. The training dataset is considered 

as 1/3 of the overall data which reveals the effectiveness of the proposed network in predicting 
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the PV output power however limited data is used in the training process. The root mean square 

error (RMSE) is used as a precision indicator of the PV output power estimation which reached 

in this research 5.0495 which is a good acceptable range according to the literature survey [306, 

318]. 

 
 

(a) (b) 

  
(c) (d) 

Figure 4-15 (a) The daily average amount of the total solar radiation incident the horizontal surface 

at the surface at El-Sherouk City, Ciro, Egypt; (b) the PV output power readings for 34 minutes; (c) 

the relation between the PV output voltage and current of the solar panel understudy; and (d) 

Predicted and measured PV output voltage from the LSTM method. 
 

4.3.3.4 Experimental analysis 

In this subsection, a full experimental comparative study is investigated and proposed. Figure 

4-16-a reveals the performance of the charging process for various output charging currents 

represented by the relation 𝑉𝑚/𝑅𝑚. The NNPC-LSTM ensured a quiet speed response reached 

1 m.sec concerning the PID controller which takes 0.03s and the FLC controller which takes 

0.02s to reach the desired charging required current during a constant input voltage of 25V. 

Figure 4-16-b presents the effectiveness of the NNPC-LSTM to maintain the stability of the 

charging process with a minimum steady-state error concerning the PID controller and FLC 

during the change in the input voltage from 25V to 12V. Finally, Figure 4-16-c exposes the 

robustness and effectiveness of the proposed NNPC integrated based on the LSTM method 
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which is used as training data for the NNPC and as a precise indicator of the boundaries of the 

charging process of the lithium-ion battery for different charging currents of 0.8A and 0.5A. In 

addition, during the charging process for any stage of charging, it is observed that the change 

in the OCV of the battery reached 1mV voltage ripple and 1 ms settling time as shown in Figure 

4-16-c. 

  
(a) (b) 

 
(c) 

Figure 4-16 (a) Experimental results of the NNPC-LSTM, FL, and PID controllers with the 

reference voltage changes 7.7V, 5.6V, and 8V; (b) Experimental results for NNPC-LSTM, FL, and 

PID controllers with an input voltage change from 25V to 12V, and (c) The Dynamic behaviour of 

the lithium-ion battery during the charging process. 
 

 

4.4 Chapter Summary 

This chapter proposed new intelligent techniques based on the multi-stage charging current 

(MSCC) charging protocol. The proposed techniques are compared with the conventional CC-

CV charging protocol and used to speed up the charging process whilst reducing energy 

consumption without degradation in light of the outrageous demand for lithium-polymer ion 

batteries in EVs. Two fitness functions are combined as the targeted objective function: energy 

losses (EL) and charging interval time (CIT). An intelligent optimization procedure based on 

the cuckoo optimization algorithm (COA) is implemented for the objective function of 
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improving the charging performance of the lithium-polymer ion battery of 1000 mAh. These 

techniques are investigated, simulated, and experimentally validated. The CIT is reduced by 

22.45% and 18.1% and the EL is reduced by 10.408% and 7.783% using the Conditional 

Random Technique (CRT) and the Hierarchical Technique (HT), respectively. Besides, the 

charging efficiency improved by 14.1% and 8% using the CRT and HT techniques, 

respectively. 

Furthermore, a PV standalone smart charger is presented for off-board plug-in electric vehicles, 

represented by a small-scale lithium-ion polymer battery of 1000 mAh. The charger is utilized 

to implement the mentioned charging protocols while improving the transient performance. It 

comprised a DC-DC buck converter controlled by an artificial neural network predictive 

controller (NNPC), trained, and supported by the long short-term memory recurrent neural 

network (LSTM). The LSTM network model was utilized in the offline forecasting of the PV 

output power, which was fed to the NNPC as the training data. Additionally, it was used as an 

alarm flag for any possible PV output shortage during the charging process in the long- and 

short-term prediction to be supported by any other electricity source. The NNPC–LSTM 

controller was compared with the fuzzy logic (FL) and the conventional PID controllers while 

varying the input voltage and implementing the charging protocol. The controllers are 

simulated and experimentally validated where the NNPC-LSTM ensured the optimum transient 

performance concerning the FL and PID controllers where the ripples of the battery’s terminal 

voltage reached 1mV and settling time of 1ms. 
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5 Chapter 5  

System Integration, Testing, Validation, and Verification 

5.1 Introduction 

This chapter investigates the impact of the DC fast charging protocols that are discussed in the 

previous chapters on the utility grid. Several integration scenarios and case studies between the 

EVs represented by the electric vehicle charging station (EVCS) or/and any parking lot with 

the utility grid are proposed. The charging/discharging operations using the Vehicle-to-Grid 

(V2G) and Grid-to-Vehicle (G2V) technologies are securitized throughout the entire operation. 

The mentioned case studies are conducted in Egypt, which is a developing country that has 

recently started implementing fast-charging protocols for EVs and utilizing discharging 

operations to alleviate the peak load demand of the utility grid using the V2G technology. 

Therefore, the G2V technology in the EVCS is introduced and the ability of EVs to be charged 

and discharged during stochastic parking operations is explored.  

5.2 Electric Vehicle Charging Station (EVCS) based on the Grid-to-Vehicle 

(G2V) Technology  

Egypt is considered a prime strategic location for renewable energy projects due to the sunny 

weather and high wind speed. Egypt aims to increase the generated electricity from RESs to 

20% by 2022 and 42% by 2035 with the corresponding providing ratio; of 14% wind energy, 

2% hydro, 22% PV, and 3% concentrating solar power (CSP) [319]. Part of Egypt's vision for 

2030 is to increase the local content in all fields. The Ministry of Electricity and Renewable 

Energy (MOERE) ensured 30% local content for wind farms in 2018 and is expected to 

increase the remaining share to 70% by the end of 2022. In addition, the ministry is expected 

to reach 50% of the CSP by the end of 2022.  

Due to the impact of the different local conditions such as weather, and structure on the 

economic results across the country, various scenarios based on the geographic locations are 

necessary to be implemented. In this thesis, the electric vehicle charging station under study is 

located in Egypt at the Cairo-Alexandria desert highway road (30°23.8'N, 30°23.1'E) as shown 

in Figure 5-1. This area has been chosen as it is considered the main road to the coastal sea area 

of Alexandria, reflecting the station's high EV density across the year. In this study, no 

electrical battery energy storage systems (BESS) have been used, due to the high investment 

cost, and the number of charges and discharges is limited [320]. In addition, the state of health 

constraints is considered a problem extending the lifetime of these facilities [320]. 

The availability of the renewable energy sources with their characteristics and EVs flow density 

and datasheet specifications will be represented in the following subsections. 
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(a) 

 
(b) 

Figure 5-1 The system under study is (a) a real place at the Cairo-Alexandria desert road, Egypt, 

and (b) Implemented schematic diagram of the proposed system. 
 

5.2.1 Elements of the System Under Study 

5.2.1.1 Photovoltaic system  

In this study, an On-Grid solar system is utilized with 8.2 kW output power. The input data for 

the Homer simulation model is 25 years lifetime and the derating factor of 96% which 

minimized the output of the PV system by 4%. The PV output power can be expressed by the 

following equation [321-323] 
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𝑃𝑝𝑣 = 𝐺𝑖𝐴𝑝𝑣𝜂𝑝𝑣(1 − 𝑐𝑇(𝑇𝑃𝑉 − 𝑇𝑆𝑇𝐶))  5-1 

Where, 𝐺𝑖 is the global solar irradiance(W/m2), 𝐴𝑝𝑣 is the installed PV module surface (m2), 

𝜂𝑝𝑣 is the reference module efficiency (%), 𝑐𝑇 is the temperature coefficient of the PV module 

and it is suggested to be 0.0048 °𝐶−1 for silicon,  𝑇𝑃𝑉 is the PV cell temperature, which depends 

on the surrounding ambient conditions (°𝐶), and  𝑇𝑆𝑇𝐶 is the standard test condition (STC) 

temperature (°𝐶).  

The scaled data of the global radiation of the EVCS area all over the year 2017 is displayed in 

Figure 5-2-a., and the PV output power for one day in May is expressed in Figure 5-2-b. The 

PV system capital, replacement, and operation and maintenance costs (O&M) are estimated to 

be 296,000 LE, 121,000 LE, and 185 LE, respectively where the LE is the official currency in 

Egypt and called the Egyptian Pound. The prices used in the model have been stated according 

to [324, 325]. The revenue from selling the PV energy to the grid in Egypt is 1.0858 LE/kWh 

[326, 327] and it is assumed that the charging by PV is 2.1716 LE/kWh, including all the 

controllers and protection facilities. However, the tariff for using electrical energy from the 

grid is 3.75 LE/kWh [326, 327]. 

5.2.1.2 Wind Energy System 

In this study, a 20-kW wind turbine is used with a rotor diameter of 15.81 m, class III, cut-in 

wind speed of 2.75 m/s, cut-out speed of 20 m/s, and 20 years lifetime. The output power from 

the wind turbine could be approximately computed through the parametric technique as 

expressed in [328, 329] 

𝑃𝑎(𝑢) = {
𝑃(𝑢),
𝑃𝑟 ,
0,

 

𝑉𝑐−𝑖 ≤ 𝑉 ≤ 𝑉𝑟
𝑉𝑟 ≤ 𝑉 ≤ 𝑉𝑐−𝑜

𝑉𝑐−𝑜 ≤ 𝑉 𝑜𝑟 𝑉 ≤ 𝑉𝑐−𝑖

 5-2 

Where, 𝑃𝑎(𝑢) is the wind turbine generator output power (kW), 𝑃(𝑢) is the linear variable 

region between the cut-in and cut-out speed (kW), 𝑃𝑟 is the rated output power of the wind 

turbine (kW), 𝑉 is the wind speed (m/s),  𝑉𝑟 is the rated wind speed (m/s), 𝑉𝑐−𝑜 is the cut-out 

wind speed (m/s), and 𝑉𝑐−𝑖 is the cut-in wind speed (m/s). 

The wind speed information for the year 2017 of the EVCS area is displayed in Figure 5-2-c., 

and the wind turbine generator output power for one day in May is expressed in Figure 5-2-d. 

The wind turbine capital, replacement, and operation and maintenance costs (O&M) are 

estimated to be 760,000 LE, 500,000  LE, and 1,850 LE, respectively. The prices used in the 

model have been stated according to the reference. The revenue for selling wind energy to the 

grid in Egypt is 1.4646 LE/kWh [326, 327] and it is assumed that the charging by the wind 

energy is 2.9292 LE/kWh, including all the controllers and protection facilities. 

5.2.1.3 Electric Vehicles (EVs) charging demand and density in the station.  

The total number of EVs that enter the EVCS during the day is estimated by Monte Carlo with 

a maximum of 12 EVs at 5:00 pm in [60]. However, in our study, the maximum number of 
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EVs that enter the station is assumed to be 4 vehicles to be a moderate station size with high 

intensity. It is assumed that this station consists of 4 ports for DC fast charging based on the 

DC charging pros mentioned in the literature survey chapter. The distribution of EVs all over 

the day is expressed in Figure 5-2-e, where a maximum of 4 EVs enter the station hourly from 

6:00 am to 10:00 pm.  

It is considered that all the EVs are in the same category 2015 Chevrolet Spark EV with the 

same technical statistics expressed in Table 5-1. The required charging power for DC fast 

charging is represented in Figure 5-2-f and the data is quoted from the vehicle battery testing 

datasheet of the EV [251] where the maximum state of charge (SOC) is 94%.  

Table 5-1 Statistics of 2015 Chevrolet Spark EV battery 

Battery Nominal Cell Voltage 3.7 V 

Nominal System Voltage 355.2 V 

Rated Pack Capacity 52 Ah 

Rated Pack Energy 19 kWh 

Rated DC Charge Power 50 kW 
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(a) (b) 

  

(c) (d) 

  
(e) (f) 

Figure 5-2 Overall RESs and EVCS characteristics (a)Solar irradiance all over the year (W/m2), 

(b)PV output power on the 15th of May 2017, (c) Wind speed over the year (m/s), (d) wind energy 

system output power on the 15th of May 2017, (e) Distribution of the EVs entering the EVCS daily, 

and (f) DC fast charging curve of the 2015 Chevrolet Spark EV battery. 
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5.2.2 Proposed hierarchal roles of the aggregator (operator) 

5.2.2.1 EVs Charging Redistribution in the Station (Upper Stage) using Mixed Integer 

Linear Programming (MILP) 

In this thesis, the system operator has a substantial upper role in the reliable matching of the 

electric generation and demand at the lowest possible operation cost during the day; however, 

the intermittency of RESs. This role is implemented by the smart scheduling of the EVs inside 

the EVCS. All the EVs will be charged by DC fast charging methodology to reach 94% SOC 

based on the datasheet and charging reports stated before. In addition, the load factor (LF) 

indicator has been used to measure the variability of consumption where it is the ratio between 

average real power demand and peak real power demand. A higher load factor is preferable 

and results in low energy costs [206]. It is assumed that the aggregator will select the charging 

point plugging-in time at a specific time in HH: MM for each EV based on its corresponding 

entering time. The allowable waiting time varies from 6 to 18 minutes in steps of 6 minutes to 

ensure the electric vehicle is parked and connected to its corresponding charging point. 

However, it is stated in the literature survey that the maximum waiting time of the suburban 

station with 4 ports maybe reaches 30 minutes [21]. The proposed system in this part calculates 

the standard deviation of all available alternatives (probabilities) as expressed in Equation 5-3. 

This equation has been solved as a mixed-integer linear programming (MILP) problem. The 

main advantage of the MILP is that the linear programming sub-problems can be solved 

quickly, and the linear constraints result in a convex feasible region to obtain the global 

optimum [330].   

𝜎𝑖 = √
1

𝑁 − 1
∑ [(𝑃𝑊𝑚,ℎ

+ 𝑃𝑃𝑉𝑚,ℎ − 𝑃𝐸𝑉𝑚,ℎ) − (
∑ (𝑃𝑊𝑚,ℎ

+ 𝑃𝑃𝑉𝑚,ℎ − 𝑃𝐸𝑉𝑚,ℎ)
𝑀=60
𝑚=0

𝑁
]

2𝑀=60

𝑚=0

 5-3 

Where, 𝑃𝑃𝑉𝑚,ℎ , 𝑃𝑊𝑚,ℎ
, 𝑃𝐸𝑉𝑚,ℎ are the active power of the PV system, wind energy system, and 

the power required for EV charging, respectively in (kW) at the corresponding charging minute 

and hour. 

In order to make the methodology clear, an example with 2 EVs entering the charging station 

at 05:00 am, based on Figure 5-2 and the illustration in Figure 5-3 is presented. The system has 

ten alternatives presented from time 05:06 to 05:24 where 1 or 2 EVs may be connected 

simultaneously or with a maximum delayed interval time of 18 minutes in steps of 6 minutes 

to ensure the required time for the EV to be parked and connected to its corresponding charging 

point. All the allowable probabilities are expressed by the green colour box in Figure 5-3. The 

hierarchal model based on MILP will choose the most flatted curve according to the standard 

deviation concept according to the starting time of charging. In the presented example, the 

optimum solution is the 7th alternative (𝜎7) based on Equation 5-3 where EV_1 will be 

connected at 05:06 am and EV_2 will be connected at 05:24 am. 
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Figure 5-3 Schematic diagram of the probability of the upper stage hierarchal model. 

 

5.2.2.2 Maximizing the EVCS Revenue and Minimizing the EVs Charging tariff (Second 

Stage) using Markov Decision Process Reinforcement Learning (MDP-RL) 

One of the prevalent techniques due to the integration between RESs in the distribution 

networks is distribution feeder recognition (DFR). DFR is used to maximize certain objective 

functions subject to all operational constraints [331, 332]. It is noteworthy that the DFR has 

ignored the daily load variation and has been solved during a predetermined time interval. The 

DFR is carried out by managing the on/off states of tie switches and sectionalizing switches in 

a distribution feeder without islanding any buses [332]. Reconfiguration has been used in [333] 

to change the topology of the network by repositioning switches. In [334], the authors 

emphasized that system reconfiguration using sectionalizing and tie switches ensures the 

optimal and efficient operation of the microgrid. 

In this subsection, the second stage of the proposed modelling is implemented based on 

multiple equations, each equation describes a specific available scenario. The equations have 

been extracted from [226]. This stage is applied using the data obtained from the PV system, 

wind energy system, and EV charging curve. The data is collected at the start of each hour and 

the decision has been taken to be implemented in steps of 6 minutes for manoeuvring the 

switches. The system can choose between the different scenarios based on restricted constraints 

corresponding to the available power in each step. The corresponding scenarios can be 

expressed as follows:  
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5.2.2.2.1 Scenario 1 

In the 1st scenario, the PV system can charge the EVs at the corresponding interval time based 

on the constraint in Equation 5-4 where the PV output power must be more than the EV 

charging demand. The objective function of this scenario can be represented in Equation 5-5, 

where the target is minimizing the EVs’ tariff and maximizing the total revenue of the EVCS. 

𝑃𝑃𝑉𝑚,ℎ ≥ 𝑃𝐸𝑉𝑚,ℎ
 5-4 

𝛹𝑃𝑉 = 𝜌𝑆,𝑃𝑉 (𝑃𝑃𝑉𝑚,ℎ . 𝜂𝐶,𝑃𝑉 −
𝑃𝐸𝑉𝑚,ℎ
𝜂𝐶,𝐸𝑉−𝐹𝐶

) + 𝜌𝑆,𝑊. 𝑃𝑊𝑚,ℎ
. 𝜂𝐶−𝑊 − 𝜌𝐵,𝐸𝑉−𝑃𝑉

𝑃𝐸𝑉𝑚,ℎ

𝜂𝐶,𝐸𝑉−𝐹𝐶
 5-5 

Where, 𝜌𝑆,𝑃𝑉, 𝜌𝑆,𝑊 are the prices of selling the power to the utility grid from the PV system and 

wind energy turbine generator in (LE), respectively, 𝜌𝐵,𝐸𝑉−𝑃𝑉 is the EV charging tariff using 

the PV system in (LE), and 𝜂𝐶,𝑃𝑉, 𝜂𝐶−𝑊, 𝜂𝐶,𝐸𝑉−𝐹𝐶  are the efficiencies of the DC/DC PV 

converter, AC/DC wind converter, and DC/DC EV fast-charging converter, respectively. In 

this section, all converters’ efficiency is considered as 90%. 

5.2.2.2.2 Scenario 2 

In the 2nd scenario, EVs’ demand will be supplied from the utility grid based on the constraint 

in Equation 5-6 and the objective function in Equation 5-7 where the surplus power of the grid 

must cover the charging demand of the EV. 

𝑃𝐺𝑚,ℎ ≥ 𝑃𝐸𝑉𝑚,ℎ 5-6 

𝛹𝐺 = 𝜌𝑆,𝑃𝑉. 𝑃𝑃𝑉𝑚,ℎ . 𝜂𝐶,𝑃𝑉 + 𝜌𝑆,𝑊. 𝑃𝑊𝑚,ℎ
. 𝜂𝐶−𝑊 − 𝜌𝐵,𝐸𝑉−𝐺 .

𝑃𝐸𝑉𝑚,ℎ
𝜂𝑅,𝐺𝑟𝑖𝑑−𝐷𝐶 . 𝜂𝐶,𝐸𝑉−𝐹𝐶

 5-7 

Where, 𝜂𝑅,𝐺𝑟𝑖𝑑−𝐷𝐶 is the efficiency of the grid rectifier and assumed to be 90% efficiency, and 

𝜌𝐵,𝐸𝑉−𝐺 is the EV charging tariff using the utility grid in (LE). 

5.2.2.2.3 Scenario 3 

In the 3rd scenario, the wind turbine generator can supply the EVs without any integration with 

the other suppliers based on the constraint in Equation 5-8 and the objective function in 

Equation 5-9 where the wind generator turbines must be greater than the EVs’ charging load. 

𝑃𝑊𝑚,ℎ
≥ 𝑃𝐸𝑉𝑚,ℎ  5-8 

𝛹𝑊 = 𝜌𝑆,𝑊 (𝑃𝑊𝑚,ℎ
. 𝜂𝐶,𝑊 −

𝑃𝐸𝑉𝑚,ℎ
𝜂𝐶,𝐸𝑉−𝐹𝐶

) + 𝜌𝑆,𝑃𝑉. 𝑃𝑃𝑉𝑚,ℎ . 𝜂𝐶,𝑃𝑉 − 𝜌𝐵,𝐸𝑉−𝑊
𝑃𝐸𝑉𝑚,ℎ
𝜂𝐶,𝐸𝑉−𝐹𝐶

 5-9 

Where, 𝜌𝐵,𝐸𝑉−𝑊 is the EV charging tariff using the wind turbine generator in (LE). 
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5.2.2.2.4 Scenario 4  

In the 4th scenario, the generated power from the PV is not sufficient to charge the EVs, and 

also the power generated from the wind turbine is not sufficient to charge the EVs on its own, 

so both the RESs are integrated to fully charge the EVs in the station based on the constraint 

in Equation 5-10 and the objective function in Equation 5-11.  

𝑃𝑃𝑉𝑚,ℎ < 𝑃𝐸𝑉𝑚,ℎ, 

𝑃𝑊𝑚,ℎ
< 𝑃𝐸𝑉𝑚,ℎ , 

𝑃𝑊𝑚,ℎ
+ 𝑃𝑃𝑉𝑚,ℎ ≥ 𝑃𝐸𝑉𝑚,ℎ 

5-10 

𝛹𝑃𝑉+𝑊 = 𝜌𝑆,𝑊 (𝑃𝑊𝑚,ℎ
. 𝜂𝐶,𝑊 + 𝑃𝑃𝑉𝑚,ℎ . 𝜂𝐶,𝑃𝑉 −

𝑃𝐸𝑉𝑚,ℎ
𝜂𝐶,𝐸𝑉−𝐹𝐶

)

− (𝜌𝐵,𝐸𝑉−𝑃𝑉. 𝑃𝑃𝑉𝑚,ℎ . 𝜂𝐶,𝑃𝑉

+ 𝜌𝐵,𝐸𝑉−𝑊. 𝜂𝐶,𝑊 (
𝑃𝐸𝑉𝑚,ℎ

𝜂𝐶,𝐸𝑉−𝐹𝐶
− 𝑃𝑃𝑉 . 𝜂𝐶,𝑃𝑉)) 

5-11 

5.2.2.2.5 Scenario 5 

In the 5th scenario, EVs could be charged through the integration between the PV system and 

utility grid where PV can't charge the EV on its own based on Equations 5-12, and 5-13. 

𝑃𝑃𝑉𝑚,ℎ < 𝑃𝐸𝑉𝑚,ℎ, 

𝑃𝑃𝑉𝑚,ℎ + 𝑃𝐺𝑚,ℎ ≥ 𝑃𝐸𝑉𝑚,ℎ  
5-12 

𝛹𝑃𝑉+𝐺 = 𝜌𝑆,𝑊. 𝑃𝑊𝑚,ℎ
. 𝜂𝐶,𝑊

− (
𝜌𝐵,𝐸𝑉−𝐺
𝜂𝑅,𝐺𝑟𝑖𝑑−𝐷𝐶

. (
𝑃𝐸𝑉𝑚,ℎ
𝜂𝐶,𝐸𝑉−𝐹𝐶

− 𝑃𝑃𝑉𝑚,ℎ . 𝜂𝐶,𝑃𝑉)

+ 𝜌𝐵,𝐸𝑉−𝑃𝑉.
𝑃𝑃𝑉𝑚,ℎ . 𝜂𝐶,𝑃𝑉

𝜂𝐶,𝐸𝑉−𝐹𝐶
) 

5-13 

5.2.2.2.6 Scenario 6  

In the 6th scenario, EVs could be charged based on the integration between the wind energy 

and utility grid where the output power from the wind energy cannot charge the EVs on its own 

based on Equations 5-14, and 5-15. 

𝑃𝑊𝑚,ℎ
< 𝑃𝐸𝑉𝑚,ℎ , 

𝑃𝑊𝑚,ℎ
+ 𝑃𝐺𝑚,ℎ ≥ 𝑃𝐸𝑉𝑚,ℎ 

5-14 

𝛹𝑊+𝐺 = 𝜌𝑆,𝑃𝑉. 𝑃𝑃𝑉𝑚,ℎ . 𝜂𝐶,𝑃𝑉

− (
𝜌𝐵,𝐸𝑉−𝐺
𝜂𝑅,𝐺𝑟𝑖𝑑−𝐷𝐶

. (
𝑃𝐸𝑉𝑚,ℎ
𝜂𝐶,𝐸𝑉−𝐹𝐶

− 𝑃𝑊𝑚,ℎ
. 𝜂𝐶,𝑊) + 𝜌𝐵,𝐸𝑉−𝑊.

𝑃𝑊𝑚,ℎ
. 𝜂𝐶,𝑊

𝜂𝐶,𝐸𝑉−𝐹𝐶
) 

5-15 
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5.2.2.2.7 Scenario 7 

In the 7th scenario, both the RESs could not supply the station even by the integration Therefore 

the grid must support the system as a third supplier, based on Equations 5-16 and 5-17. 

𝑃𝑃𝑉𝑚,ℎ < 𝑃𝐸𝑉𝑚,ℎ
 

𝑃𝑊𝑚,ℎ
< 𝑃𝐸𝑉𝑚,ℎ  

𝑃𝑃𝑉𝑚,ℎ + 𝑃𝑊𝑚,ℎ
< 𝑃𝐸𝑉𝑚,ℎ 

𝑃𝑊𝑚,ℎ
+ 𝑃𝑃𝑉𝑚,ℎ + 𝑃𝐺𝑚,ℎ ≥ 𝑃𝐸𝑉𝑚,ℎ 

5-16 

𝛹𝑃𝑉+𝑊+𝐺 = 0 − (
𝜌𝐵,𝐸𝑉−𝐺
𝜂𝑅,𝐺𝑟𝑖𝑑−𝐷𝐶

. (
𝑃𝐸𝑉𝑚,ℎ
𝜂𝐶,𝐸𝑉−𝐹𝐶

− 𝑃𝑃𝑉𝑚,ℎ . 𝜂𝐶,𝑃𝑉 − 𝑃𝑊𝑚,ℎ
. 𝜂𝐶,𝑊)

+ 𝜌𝐵,𝐸𝑉−𝑃𝑉.
𝑃𝑃𝑉𝑚,ℎ . 𝜂𝐶,𝑃𝑉

𝜂𝐶,𝐸𝑉−𝐹𝐶
+ 𝜌𝐵,𝐸𝑉−𝑊.

𝑃𝑊𝑚,ℎ
. 𝜂𝐶,𝑊

𝜂𝐶,𝐸𝑉−𝐹𝐶
) 

5-17 

5.2.3 The implemented programming methodologies 

5.2.3.1 Mixed Integer Linear Programming (MILP) 

Mixed-integer linear programming (MILP) has been used widely in EV optimization problems 

as in [335] the operation of a fleet of E-mobile assets has been introduced based on the MILP 

to minimize the charging cost. In [336], bidirectional EV property represented in vehicle-to-

home (V2H) and vehicle-to-grid (V2G) has been used to maximize revenues for the user using 

linear programming (LP) and MILP. MILP ensured a revenue reached 30% higher than LP. In 

[337], the spatially granular electricity systems optimisation model which is called ESONE 

based on the MILP is used to optimize the operational schedule and optimal power flow hourly 

in power system generation and transmission infrastructure in the presence of transport 

electrification. The scheduling issue in the centralized EVCS is designed as a MILP issue in 

[60, 338]. In addition, the MILP has been used in the charging coordination in unbalanced 

electrical distribution systems in [339]. The maximum amount of renewable energy sources 

and optimal operation time for EVs and appliances have been developed by MILP [340]. 

Hence, MILP has been used widely in EV optimization problems, as mentioned in the literature 

review. The integer variables are obtained using the branch and bound algorithm.  

The objective function that describes the proposed model can be stated in Equation 5-18 which 

is concluded from Equation 5-4 to Equation 5-17 

𝛿 = ∑∑ 𝛼1𝛹𝑃𝑉 + 𝛼2𝛹𝐺 + 𝛼3𝛹𝑊 + 𝛼4𝛹𝑃𝑉+𝑊 + 𝛼5𝛹𝑃𝑉+𝐺 + 𝛼6𝛹𝑊+𝐺

𝑀

𝑚=0

𝐻

ℎ=0

+ 𝛼7𝛹𝑃𝑉+𝑊+𝐺 

5-18 

In the previous equation, 𝛼 is the status of the switching scenario, where 𝛼 = 1 𝑜𝑟 0. 𝛼 = 1 

means that this scenario will be implemented in its corresponding minute 𝑚 and time ℎ which 

will reflect on the concerning switches between the RES, EVs, and grid in Figure 5-1. 
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5.2.3.2 Markov Decision Process Reinforcement Learning (MDP-RL) 

Sequential decision problems evolve probabilistically based on a finite and discrete set of states 

and are solved using MDP-RL which is considered a mathematical method for modelling 

sequential decision processes [341]. RL has been utilized in many scopes such as game theory, 

swarm intelligence, operations research, learning robot control, and statistics [342]. RL proved 

its effectiveness to reformulate and solve optimization problems as in [343]. At each time slot 

of MDP-RL, the agent observes the state of the process, then selects and executes an action 

that is optional at this state; then, the agent receives a reward according to the action. The next 

time, the process moves to a new state and the probability of the process from the current state 

to a new state is affected by the chosen action. The decision is made based on the state, action, 

transition function, and reward function of the MDP-RL introduced in [219]. 

At the beginning of each time slot represented by an hour and minute ℎ 𝑎𝑛𝑑 𝑚, the aggregator 

determines the charging demand, the RESs generated power, charging prices using the different 

alternative sources, the revenue from selling the power to the utility grid, and the time that the 

EV will be connected to the charging point. The EVs charging schedule system can be 

expressed as an agent which completes the DC fast charging of all EVs by making a sequence 

of the decision on the selection of supplying source PV, wind energy, grid, or any combination 

of the various available power. As shown in Figure 5-4, the EVCS can choose between seven 

scenarios as discussed in Equations 5-4 to 5-17 and the optimum track could be represented by 

the shaded path, which reflects the status of each source, as will be discussed in the results 

section. Each step is 6 mins long, where it is considered that all EVs enter the station with 5% 

SOC and leave the station with 94% SOC.  

 
Figure 5-4 Schematic diagram of EVs fast charging optimum track based on a sequence of the 

decision on the selection of supplying source to reach full capacity 94% using the Markov Decision 

Process Reinforcement Learning (MDP-RL). 
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5.2.4 The Proposed Operation of the EVCS 

Homer Pro simulated program has been used in this study as the first stage for our modelling, 

where all the data stated in section 2 of the PV system, Wind energy system, and EVs’ charging 

demand has been used as a data entry to the program. The simulated program selects the 

optimum feasible system architecture to supply the corresponding load. In our case study, the 

optimum solution is obtained by integrating the PV system, wind energy system, and utility 

grid. The capacity of the selected systems is a 7.05 kW PV system and a 400-kW wind energy 

system. In addition, the system indicates that the simple payback is 3.9 years, with a return of 

investment (ROI) of 21%, and an internal rate of return (IRR) of 25%. In addition, the energy 

to be purchased by this system is 85,184 kWh and the energy to be sold to the grid is 1,500,669 

kWh. The output results from the Homer Pro simulated program represented in the rated 

capacity power, energy production, hours of penetration, penetration percentage, and Levelized 

cost for each renewable energy source are summarized in Table 5-2. Thus, the framework has 

been checked and perfectly evaluated using the Homer Pro program, so the next level reveals 

the first role of the aggregator, which redistributes the EVs’ charging demand to flatten the 

resultant active power without using the V2G property or the ToU pricing method. 

Table 5-2 Analysis summary of the proposed microgrid 

PV system 

Total electrical production 13,056 kWh/yr (0.648%) 

Rated capacity 7.05 kW 

Mean output 1.49 kW (35.8kWh/d) 

Capacity factor 21.2% 

PV penetration 2.66% 

Hours of operation 4,386 hrs/yr 

Levelized cost 1.52 LE/kWh 

Wind Energy  

Total electrical production 1,918,104 kWh/yr (95.1%) 

Rated capacity 400 kW 

Mean output 219 kW 

Capacity factor 54.7% 

Wind penetration 391% 

Hours of operation 7,709 hrs/yr 

Levelized cost 0.688 LE/kWh 
 

5.2.4.1 Scheduling the EVs in the Charging Station (Upper stage) 

The influence of EVs’ fast charging in the EVCS on the daily load curve of the utility grid 

distribution network is presented in Figure 5-4. Without a price scheme of charging, without 

using the BESS or the vehicle-to-grid (V2G) capability, a better load profile with a low peak-

to-average, load factor and peak-to-peak ratios is obtained using the MILP model based on the 

standard deviation concept as expressed in Equation 5-3. This equation has been implemented 

on the different scheduling alternatives to flat the curve and hence minimize the peak points of 

fast charging.  
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The net active power difference between the generated power from RESs and the consumed 

power from the EVCS is presented in Figure 5-5-a where MILP is compared with the traditional 

operation, which based on all the EVs will be charged at the same time after 6 minutes of each 

hour. To judge the performance of the proposed approach, the peak of MILP to the peak of 

traditional operation percentage of change value at the same hour has been measured as 

declared in Figure 5-5-b. The surplus power from charging the EVs from the RESs has been 

reduced by 48.17% equivalent to 4.5 kW using the standard operation with respect to the MILP, 

at 07:00 am as shown in Figure 5-5-c. 

 
(a) 

 
 

(b) (c) 

Figure 5-5 Results from the upper stage of the hierarchal model (a) EVCS active power difference 

between the generated power from RESs and the consumed power from the EVCS, (b) Declaration 

of the measurement method between the two peaks, and (c) peak to peak percentage of the surplus 

power from charging the EVs from the RESs between the MILP and traditional operation. 

It is concluded that the proposed methodology based on MILP is minimizing the peak load 

hourly across the day by flattening the curve as in Figures 5-6-a and 5-6-b where a reduction 
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reached 3.31% (4.5 kW) and 3.1% (2.25 kW) at 19:00 and 23:00, respectively. To illustrate the 

flexibility of the proposed model, the peak-to-average value has been calculated for each hour 

as shown in Figure 5-6-c. The peak-to-average was reduced by 4.5 kW which represents a 

reduction of 5.95% from 07:00 to 22:00 and it is noticed that from 02:00 to 04:00, no variation 

as only 1 EV enters the station. Finally, the load factor ratio is calculated to ensure the 

effectiveness of the proposed MILP model where the system ensured a load factor increase of 

3.1276% where the LF of the traditional operation is 37.052% and the MILP model is 38.21% 

as shown in Figures 5-6-d. 

In addition, by using the MILP, it is concluded that no variation will be obtained in the peak of 

MILP to the peak of traditional operation values while reducing the charging time to 30 minutes 

or/and the SOC to 88%. So, this stage based on the proposed methodology ensures satisfaction 

for both the EV’s owner and the utility grid operator by balancing the generated and consumed 

power with only peak consumed power for 6 minutes.  
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(a) (b) 

 
 

(c) (d) 

Figure 5-6 Results from the upper stage of the hierarchal model (a) EV charging demand using 

MILP and compared with traditional operation at 19:00, (b) EV charging demand using MILP and 

compared with traditional operation at 23:00, (c) EVs’ charging demand peak-to-average change of 

the MILP and traditional operation, and (d) Load factor of the proposed model concerning the 

traditional operation. 
 

5.2.4.2 Maximizing the EVCS Profit (Second stage) 

The second role of the aggregator is to maximize the EVCS revenue and minimize the EVs 

tariff. In this role, two different methodologies have been implemented using MILP and MDP-

RL methods and the results are compared with the traditional operation where the RESs will 

supply all the EVs and the surplus power will be supplied to the grid. As shown in Figures 5-

7-a and 7-7-b, the EVs tariff percentage of change using MILP is bigger than using the MDP-

RL with respect to the traditional operation, and also the EVCS revenue percentage of change 

using MILP is bigger than using MDP-RL with respect to the traditional operation.  

EVs’ charging tariff increased by 21.19 % (842.17977 LE/day) using MILP and 15.03% 

(597.442618 LE/day) using the MDP-RL. However, the increase in the EVCS revenue reached 

28.88% (1,583.42205 LE/day) and 20.10% (1,101.92988 LE/day) using MILP and MDP-RL, 

respectively, as shown in Figure 5-7-c. It is concluded that using MDP-RL is more convenient 

to satisfy a moderate balance between the EV charging tariff and EVCS revenue which the 
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revenue decreased by only 6.81% from the MILP and also the EV charging tariff decreased by 

5.08%. By using the MDP-RL the station will ensure a revenue of 2,403,122.26 LE/year, with 

respect to the traditional operation of EVCS of 2,000,917.849 LE/year. 

The switching manoeuvring status of electrical resources that resulted in these findings has 

been declared in detail in Appendix B. 

  
(a) (b) 

 
(c) 

Figure 5-7 Results from the second stage of the hierarchal model compared to the standard 

operation (a) EVs charging tariff percentage of change, (b) EVCS revenue percentage of change, 

and (c) Total EVs charging tariff and EVCS revenue obtained by the main equation represented by 

the two objective functions. 
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5.3 Stochastic EVs Parking Operations based on the Vehicle-to-Grid (V2G) 

and Grid-to-Vehicle (G2V) Technologies  

5.3.1 Operating Framework 

This part proposed the vital development of a central aggregator which regulates the charging 

and discharging process of various EV categories while balancing the consumed and supplied 

power of the utility grid. The proposed framework depends on the arrival time, departure time, 

initial SOC, required final SOC, EV category and energy price for both the V2G and G2V 

technologies as shown in Figure 5-8. We assumed that the EVs had the information and 

communication devices installed and were in direct contact with the central aggregator. The 

specifications of the three random EV categories used for this study (Nissan Leaf (2020), Tesla 

Model S (p100d) and Mustang Mach-E) are stated in Table 5-3. It was assumed that the EVs 

had an initial SOC of 50%, the tariff for using the electrical energy from the grid was 3.75 

LE/kWh [326, 327], and the revenue from using the V2G technology was 5.625 LE/kWh as an 

incentive for the EVs owners. All the stated specifications and assumptions were used for 

testing and proving the robust dynamic effectiveness of the proposed aggregator methodology 

based on the G2V and V2G technologies. 

The hierarchical control of the proposed framework was to minimize the degradation cost of 

the EV energy storage capacity and maximize the EV owner’s profit while shaving the load 

power demand, as will be discussed in the following sections. 

 
Figure 5-8 Operational V2G/G2V time across the day. 
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Table 5-3 The utilized EVs’ categories, rated battery capacity, and battery cost as extracted from the 

EV’s model specification [244, 246] 

EV Category 
Rated Battery Capacity 

(kWh) 
Battery Cost Per kWh (LE/kWh) 

EV_1 Nissan Leaf (2020) 40 4837.89 

EV_2 Tesla Model S (p100d) 100 3677.58 

EV_3 Mustang Mach-E 68 4051.24 

5.3.2 Battery Degradation Cost Model 

Battery degradation is considered the key factor for evaluating the performance and quality of 

EV batteries based on their capacity and efficiency [5]. The battery discharging depth (BDD) 

and lifecycle of the lithium-ion batteries are presented in Figure 5-9. These statistics were 

collected from an empirical datasheet of various lithium-ion batteries [246]. The analysis 

perfectly matches the outcomes of the following equation as in [244, 246]. 

𝑁𝑐𝑙(𝑑) =
𝛼

𝑑𝛽
 5-19 

where, 𝑁𝑐𝑙 is the life span charging/discharging cycles of an EV battery with an overall depth 

of discharge 𝑑 and 𝛼, 𝛽 are the coefficients of battery specifications.  

As shown in Figure 5-9, the relation between the BDD and lifecycle is a non-linear function. 

However, in [244, 245], the battery degradation function is considered a linear function at every 

time step and the corresponding scenario and can be represented by Equation 5-20  

𝛹𝑡𝑐
𝐵𝐷𝐶 =∑ ∑

2.03. 𝑎0. 𝛹𝑐
𝐵𝐶 . 𝐷𝑂𝐷. 𝑃𝑡𝑐

𝑉2𝐺

𝐸𝑐
𝑚𝑎𝑥 . 𝜂𝐷

𝑇𝑃−𝑠𝑒𝑡

𝑡=1

𝐶𝐸𝑉

𝑐=1
 5-20 

Where 𝑐 is the category of EV, 𝑡 is the parking interval time, 𝛹𝑐
𝐵𝐶 is the price of the battery 

(LE), 𝐸𝑐
𝑚𝑎𝑥 is the maximum battery capacity (kWh), 𝜂𝐷 is the discharging efficiency (assumed 

to be 95%), 𝐷𝑂𝐷 is the maximum depth of the discharge in each segment and can be 

represented by the state of charge 1 − 𝑆𝑂𝐶𝑐
𝑓(𝑡 + 𝑇𝑠𝑒𝑡), 𝑎0 is the polynomial coefficient of the 

cycle depth degradation function (5.24 × 10−4) and 𝑃𝑡𝑐
𝑉2𝐺  is the discharging of power from the 

EV to the utility grid (kW). 
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Figure 5-9 Relationship between the charging/discharging cycles and the battery degradation 

depths (BDDs) during their life span [246]. 

5.3.3 Proposed V2G Scheduling Modelling and Constraints 

The objective function of the proposed model targets the minimization of the degradation cost 

and maximization of the EV owner’s revenue after using the V2G technology while parking. 

It can be represented by the Equations from 5-21 to 5-23 which have been extracted from [244-

246]. This formulation is considered a complex constraint comprised of two objective 

functions.  

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 (𝐾1 − 𝐾2) 5-21 

𝐾1 = ∑ ∑𝛹𝑡𝑐
𝐵𝐷𝐶 . 𝑇𝑠𝑒𝑡

𝐶𝐸𝑉

𝑐=1

𝑇𝑃−𝑠𝑒𝑡

𝑡=1

 5-22 

𝐾2 = ∑ ∑((𝜀. 𝑃𝑡𝑐
𝑉2𝐺 . 𝛹𝑡𝑐

𝑅𝐶_𝑉2𝐺) − ((1 − 𝜀). 𝑃𝑡𝑐
𝐺2𝑉 . 𝛹𝑡𝑐

𝑇𝐶_𝐺2𝑉)) . 𝑇𝑠𝑒𝑡

𝐶𝐸𝑉

𝑐=1

𝑇𝑃−𝑠𝑒𝑡

𝑡=1

 5-23 

Where, 𝑃𝑡𝑐
𝐺2𝑉 is the EV charging power from the utility grid (kW), 𝛹𝑡𝑐

𝑇𝐶_𝐺2𝑉 is the EV charging 

tariff cost while using the G2V technology (LE/kWh), 𝛹𝑡𝑐
𝑅𝐶_𝑉2𝐺  is the EV owner discharging 

revenue cost while using the V2G technology (LE/kWh) and 𝜀 is a switching binary number 

(1 or 0) to ensure using either the V2G or G2V technology at the corresponding interval time.  

The constraints used in this chapter were represented by the Equations from 5-24 to 5-27 where 

the SOC at the beginning and end of each interval time were less than 95% and more than 20%, 

and the average power demand of the utility grid was equal to the average required power 

throughout the day. 
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0.2 ≤ 𝑆𝑂𝐶𝑡𝑐
𝑓 (𝑡 + 𝑇𝑠𝑒𝑡) ≤ 0.95 5-24 

0.2 ≤ 𝑆𝑂𝐶𝑡𝑐
𝑖 (𝑡) ≤ 0.95 5-25 

𝑆𝑂𝐶𝑐
𝑓(𝑡 + 𝑇𝑠𝑒𝑡) = 𝑆𝑂𝐶𝑐

𝑖(𝑡) + ∑

(

 
 
𝜀. 𝑃𝑖𝑗

𝐺2𝑉 . 𝜂𝑖𝑗
𝐺2𝑉 −

(1 − 𝜀). 𝑃𝑖𝑗
𝑉2𝐺

𝜂𝑖𝑗
𝑉2𝐺

𝐸𝑐
𝑚𝑎𝑥

)

 
 
. 𝑇𝑠𝑒𝑡

𝑇𝑃−𝑠𝑒𝑡

𝑡=1

 5-26 

𝑃𝑡𝑐
𝐴𝑣𝑒𝑟𝑎𝑔𝑒

= ∑ ∑(𝑃𝑡𝑐
𝑉2𝐺 − 𝑃𝑡𝑐

𝐺2𝑉)

𝐶𝐸𝑉

𝑐=1

𝑇𝑃−𝑠𝑒𝑡

𝑡=1
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where, 𝑆𝑂𝐶𝑐
𝑓(𝑡 + 𝑇𝑠𝑒𝑡) is the final SOC for each EV category, 𝑆𝑂𝐶𝑐

𝑖(𝑡) is the initial SOC for 

the interval time segment and 𝑇𝑃−𝑠𝑒𝑡 is the set of parking time slots with a similar 

charge/discharge power. 

5.3.4 Solving Based on the Genetic Algorithm (GA) 

The proposed fitness function accompanied by the previous constraints was solved using the 

genetic algorithm (GA). The topology of the genetic algorithm is based on the biological 

evolution process of the computational data and the mechanism of natural genetics selection. 

The GA is composed of three main significant operators, namely reproduction, crossover, and 

mutation. These operators result in an optimum solution using a fitness function that maps the 

natural objective function [344]. The GA is a heuristic algorithm that can easily choose 

satisfactory solutions using its own characteristics stemming from its good global search 

performance and low complexity [345]. The GA can find the near-optimal solution faster than 

the MILP method as stated in [346]. The topology of the GA is inspired by the biological 

evolution process of computational data and the mechanism of natural genetics selection [347, 

348]. GA is composed of three main significant operators, which are reproduction, crossover 

and mutation.  These operators result in an optimum solution using a fitness function, as it 

maps the natural objective function. The genetic Algorithm’s population is represented by a set 

of chromosome strings. In each generation, a new organ of the population (chromosome) is 

generated using the data from the fittest chromosome from the past population.  Each 

chromosome gets a value of fitness through a fitness function which represents the ability of 

the chromosome to produce offspring.  When the fitness value is high, it represents the better 

solution for maximization and when the fitness value is low represents the better solution for 

minimization problems. All parts of the GA (Initial population, fitness evaluation function, 

reproduction approach, crossover operator and mutation operator ) are illustrated by a flowchart 

in Figure 5-10 [349]. 
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Figure 5-10 Flowchart for Genetic Algorithm (GA). 

In this section, we utilized the GA to minimize the degradation cost while maximizing the 

profit of the EV owner by using the V2G technology. The obtained results had a strong impact 

with respect to the literature survey, as summarized in the literature survey chapter. A complete 

flow chart of the proposed electric vehicle utility grid aggregator methodology based on the 

G2V and V2G technologies is expressed in Figure 5-11. 
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Figure 5-11 Complete flowchart architecture of the proposed aggregator methodology. 

 

5.3.5 Charging/Discharging System Understudy 

The Egyptian Electrical Unified Network (EEUN) consists of six geographical regions: Cairo, 

Canal, Delta, Alexandria/West Delta, Middle Egypt and Upper Egypt [350, 351]. The 

transmission system of the utility grid electricity was designed at 500 kV, 400 kV, 220 kV, 132 

kV and 66 kV levels, the distribution networks at 11 kV and the loads at 400 V. The power 

quality was measured on the primary substation (11 kV) as active power load within 24 h, as 

shown in Figure 5-12. The stated power demand represented the deficiency of the utility grid 

in the presence of fast-charging electric vehicle charging stations and normal grid loads as 
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discussed in our previous section and in Figure 5-5-a. The target was utilizing smart charging 

and discharging schedules to reduce the peak load and shape the load profile in the power grid 

to reach an average load profile throughout the day, as shown in Figure 5-12. 

In this section, two scenarios were investigated and compared to each other at different hours 

throughout the day. The first scenario is implemented using the fitness function with the battery 

degradation impact function and the second scenario was implemented while ignoring the 

battery degradation cost. Both scenarios were investigated in various case studies throughout 

the day as represented in Figure 5-12. 

 
Figure 5-12 Load active power demand across the day without EV penetration. 

 

5.3.5.1 Case Study 1: Continuous Parking for a 2 h Interval Time 

In Case 1, we assumed that all the EVs would remain continuously parked for 2 hours from 

10:00 to 12:00. The target was to shave the peak load demand of the utility grid using the 

G2V/V2G technologies to reach the required average power.  

The aggregator's role was to select the number of EVs for each category to participate in the 

V2G/G2V technology trade and determine the required charging/discharging power while 

maximizing the SOC and revenue of the EV owner and minimizing the battery degradation 

cost. The number of EVs, final SOC, degradation cost and EV owner profit for the interval 

time are expressed in Table 5-4 and represented in Figure 5-13.  

The simulation interval time was 6 min to ensure the accuracy of the model. The EV SOC 

levels are expressed in Figure 5-13-a where the EVs of the first and third categories were 

charged with various capacities for both scenarios while minimizing the degradation cost and 

maximizing the profit. However, the second EV category was discharged by 0.85% and 1.16%, 

respectively for both scenarios to compensate for the deficiency in the utility grid. The battery 

degradation cost was investigated for each EV category, as shown in Figure 5-13-b. The 

degradation cost using the GA was decreased by 40.9256%, 44.1757% and 42.544% for EV 

categories 1, 2, and 3, respectively, with respect to the objective function without considering 

the degradation cost. It was observed that the revenue for each EV owner in Scenario 2 was 
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higher than in Scenario 1, as shown in Figure 5-13-c. The load demand of the utility grid was 

reduced by 17.125% at 11:30 am and maintained almost equal to the calculated average 

required power across the parking interval time as shown in Figure 5-13-d. 

Table 5-4 The V2G/G2V output summary of the 1st case study. 

 Scenario 1 

Time: 10:00 to 12:00 

Scenario 2 

Time: 10:00 to 12:00 

Number of EVs (EVs) 

EV-1 8 14 

EV-2 362 272 

EV-3 1 11 

Final SOC (%) 

EV-1 77.77% 61.31% 

EV-2 49.15% 48.84% 

EV-3 58.01% 52.36% 

Degradation Cost (LE) 

EV-1 0.9765 LE 1.6530 LE 

EV-2 0.0877 LE 0.1571 LE 

EV-3 0.6658 LE 1.1588 LE 

EV owner Profit (LE) 

EV-1 -34.2 LE -8.8 LE 

EV-2 4.589 LE 6.79 LE 

EV-3 -14.9 LE 4.429 LE 
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(a)  (b) 

  

(c) (d) 

Figure 5-13 Framework outputs while continuously parking for a 2 h interval time for both 

scenarios (a) state of charge levels of all EV categories, (b) total degradation cost, (c) EV owner 

revenue from the V2G technology and (d) resultant load profile. 

5.3.5.2 Case Study 2: Stochastic Parking for a 2 h Interval Time 

In Case 2, we assumed that various numbers of EVs would be stochastically parked for 2 hrs. 

from 10:00 to 12:00. The model ensured the effectiveness of selecting the appropriate number 

of EVs and the charging/discharging power for each hour. The target was to shave the peak 

load demand of the utility grid using the G2V/V2G technologies and the variance of the parked 

EVs. The aggregator's role was to select the number of EVs for each category to participate in 

the V2G/G2V technologies while maximizing the SOC and revenue of the EV owner and 

minimizing the battery degradation cost. The number of EVs, final SOC for each hour, 

degradation cost and EV owner profit for each hour are expressed in Table 5-5 and introduced 

in Figure 5-14.  
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A detailed schematic for the EV SOC levels after every 6 min is expressed in Figure 5-14-a. 

Almost all the EVs reached a capacity of more than 60% for both scenarios while minimizing 

the degradation cost and maximizing the profit. The battery degradation cost was investigated 

for each EV category, as shown in Figure 5-14-b. The degradation cost decreased by 11.18%, 

20.29% and 15.42% for EV categories 1, 2, and 3, respectively. However, the revenue for each 

EV category owner in Scenario 2 was higher than in Scenario 1, as shown in Figure 5-14-c. 

The load demand of the utility grid was reduced to almost 16.7718% at 11:24 and remained 

equal to the calculated average required power throughout the day, as shown in Figure 5-14-d. 

Table 5-5 The V2G/G2V output summary of the 2nd case study. 

 Scenario 1 Scenario 2 

 Time: 10:00 to 

11:00 

Time: 11:00 to 

12:00 

Time: 10:00 to 

11:00 

Time: 11:00 to 

12:00 

Number of EVs (EVs) 

EV-1 3 3 2 3 

EV-2 1 510 1 42 

EV-3 2 186 2 148 

Final SOC (%) 

EV-1 59.99% 61.92% 61.02% 63.6% 

EV-2 60.01% 59.85% 59.99% 59.09% 

EV-3 59.99% 58.81% 59.99% 58.06% 

Degradation Cost (LE) 

EV-1 8.5 LE 0.0158 LE 9.4623 LE 0.1258 LE 

EV-2 3.3875 LE 0.0359 LE 4.0179 LE 0.277 LE 

EV-3 5.4939 LE 0.2498 LE 6.4311 LE 0.3598 LE 

EV owner Profit (LE) 

EV-1 0 -2.9891 LE 4.8152 LE -3.708 LE 

EV-2 0 0.9611 LE 0.0528 LE 5.9294 LE 

EV-3 0 4.5313 LE 0.0235 LE 7.1238 LE 
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(a) (b) 

 

 

(c) (d) 

Figure 5-14 Framework outputs while stochastic parking for a 2 h interval time for both scenarios 

(a) state of charge levels of all EV categories, (b) total degradation cost, (c) EV owner revenue 

from the V2G technology and (d) resultant load profile. 

 

5.3.5.3 Case Study 3: Parking for a 1-h Interval Time 

In Case 3, we assumed that all EVs would only park for 1 hr across the day from 13:00 to 

14:00. The required EVs for each category to participate are stated in Table 5-6.  

The SOC level is introduced in Figure 5-15-a where EV categories 1 and 3 reached 60% of the 

SOC. However, EV category 2 reached 48% of the SOC in Scenario 1 and 41% of the SOC in 

Scenario 2. The battery degradation cost was investigated for each EV category, as shown in 

Figure 5-15-b, where the degradation cost decreased by 28.05%, 82.04% and 36.41% for EV 

categories 1, 2, and 3, respectively. The profit for each EV category owner is expressed in 

Figure 5-15-c. It concluded that the EVs would be charged with an incentive revenue from the 

grid. EV category 2 discharged by approx. 2% and 9% for Scenario 1 and Scenario 2, 

respectively, while showing a profit of 9.3029 LE and 48.0133 LE, respectively, to compensate 
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for the power deficiency in the utility grid. Figure 5-15-d reveals the effectiveness of the GA 

in tracing the aggregator’s constrained objective function to minimize the load demand to 1400 

kW where the power reduction reached approx. 26.5%.  

Table 5-6 The V2G/G2V output summary of the 3rd case study. 

 Scenario 1 Scenario 2 

 Time: 13:00 to 14:00 Time: 13:00 to 14:00 

Number of EVs (EVs) 

EV-1 1 1 

EV-2 277 52 

EV-3 3 1 

Final SOC (%) 

EV-1 60.23% 60.33% 

EV-2 48.26% 41.01% 

EV-3 60.39% 63.78% 

Degradation Cost (LE) 

EV-1 4.6919 LE 6.5213 LE 

EV-2 0.3471 LE 1.9322 LE 

EV-3 4.9929 LE 7.8514 LE 

EV owner Profit (LE) 

EV-1 0.0006 LE 0.0036 LE 

EV-2 9.3029 LE 48.0133 LE 

EV-3 0.0011 LE 2.8661 LE 
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(a) (b) 

 

 

(c) (d) 

Figure 5-15 Framework outputs while parking for 1 h interval time for both scenarios (a) state of 

charge levels of all EV categories, (b) total degradation cost, (c) EV owner revenue from the V2G 

technology and (d) resultant load profile. 

The investigated cases charged the EVs with minimum battery degradation cost and maximum 

EV owner revenue and minimized the peak load profile to reach the required average power of 

the utility grid throughout the day. In addition, the results obtained in this thesis ensured the 

applicability of utilizing the proposed methodology for any EV model with different 

specifications and brands.  

 

5.4 Chapter Summary  

This chapter proposed a novel role for the aggregators by utilizing the Grid-to-Vehicle (G2V) 

and Vehicle-to-Grid (V2G) technologies. Firstly, a novel hierarchal framework model for 

electric vehicle charging station (EVCS) aggregators has been introduced. The model is 

responsible for achieving a high EVCS revenue and minimum charging tariff while balancing 
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the generated and consumed powers during the fast-charging process. The balancing issue has 

been solved without using any electrical energy storage system (ESS) or extra batteries or using 

the discharging capability of the EV itself (V2G) or demand side management (DSM) which 

is considered a suitable solution for automobile electrification in developing countries. In 

addition, the maximum profit of the station is obtained without using the ToU pricing method 

or any BESS. The main contributions of this chapter are represented by the hierarchal roles of 

the aggregators, which could be summarized in the following points. 

a) The upper stage is organizing and scheduling the EVs while entering the station during 

the day using mixed integer linear programming (MILP) to satisfy the balance between 

the generated and consumed powers. The proposed methodology is based on selecting 

an appropriate and accurate time to plug in the electric vehicle to be fully charged (94% 

SOC) according to the specification of the battery to ensure the satisfaction of the 

driver.  

b) Minimizing the peak load demand occurred due to the DC fast charging and 

consequently flatting the difference between the power generated from the RESs and 

power consumed by the EVCS. As the peak demand is reduced, the generation capacity 

of the RESs and utility grid will not be overstretched, and system stability would be 

improved. The MILP has been implemented and effectively reduced the peak load 

demand by 3.31% (4.5 kW) and increased the load factor (LF) by 3.1276% with respect 

to the standard operation. 

c) The second stage is maximizing the profit of the DC fast-charging electric vehicle 

station while minimizing the EVs’ charging tariff which is considered a conflicting 

objective function using the manoeuvring capability of the switches between the 

renewable energy sources and the utility grid. The status of each switch is perfectly 

predetermined using the Markov decision process reinforcement learning technique 

(MDP-RL) and compared with MILP and traditional operation. The EVCS revenue has 

increased by 28.88% and 20.1% and the EV charging tariff increased by 21.19% and 

15.03% using the MILP and MDP-RL, respectively with respect to the standard 

operation. 

To increase the controllability of load shaving, the V2G technology has been investigated 

throughout the stochastic EVs parking operations. Three main EV categories were used in the 

charging and discharging process. The integration between the EVs and the utility grid 

achieved the balance of energy production and consumption to charge the EVs while shaving 

the load demand to reduce the pressure on the utility grid. The proposed approaches could be 

used throughout the day including for commercial and residential hours. The main challenge 

was designing a framework based on the Genetic Algorithm (GA) that dealt with the initial 

SOC, arrival and departure time, charging and discharging required power, degradation effect, 

and G2V/V2G technology impact. The battery degradation cost for each EV category was 

minimized by 40.93%, 44.18% and 42.544% in the 1st case study, 11.18%, 20.29% and 15.42% 

in the 2nd case study and 28.05%, 82.04% and 36.41% in the 3rd case study compared with the 

standard operation. In addition, the model effectively minimized the load demand by 17.125%, 
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16.7718%, and 26.5% (371 kW) for the three case studies, respectively to reach the average 

power of the utility grid throughout the day.
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6 Chapter 6  

Conclusions, Major Findings, Recommendations, and Future 

Work 
 

5.1. Conclusion  

This thesis presented the development of an EV charging protocol using AI for fast charging 

in a dynamic environment, with a focus on vehicle-to-grid integration. A smart and effective 

charging framework is proposed, starting from connecting the plug-in EV (PEV) to the 

charging pile in the charging stations, or any parking lot equipped with EV chargers until the 

PEV is fully charged at different ambient conditions (temperature and relative humidity). PEV 

is represented by small-scale lithium-polymer ion batteries of a single cell 1000 mAh and a 

battery pack of 2200 mAh. In the first stage, the temperature or/and relative humidity impact 

on the charging process has been investigated experimentally. It is concluded that temperature 

accompanied by the relative humidity has a huge impact on the charging process. It is observed 

that whenever the relative humidity increased while fixing the temperature the total charging 

time increased by almost 23.54%. Besides, whenever the temperature is increased while fixing 

the relative humidity the total charging interval time is increased by almost 3.73%. Hence, any 

variance in the ambient conditions results in a change in the electrical charging parameters. 

The classification, recognition, estimation, and identification stages are considered mandatory 

fast-charging processes. In this thesis, the feedforward back-propagation neural networks 

(FFBP-NN) algorithm is implemented to classify and recognise the EV capacity, temperature, 

and relative humidity where the accuracy for the overall network reached 83.2%. This was 

followed by an accurate estimation of the charging parameters using the constant current-

constant voltage (CC-CV) protocol at the corresponding temperature and relative humidity 

based on the FFBP-NN. The percentage of error at this stage between the simulated and the 

experimental results reached 1%, which is acceptable to the battery specifications. Then, an 

efficient identification model of the battery dynamic behaviour is obtained using the 

Hammerstein-Wiener (HW) nonlinear black box model with an error of 1.19%. 

Novel optimization techniques based on the multi-stage charging current (MSCC) charging 

protocol using the Cuckoo Optimization Algorithm (COA) are proposed and compared with 

the constant current-constant voltage (CC-CV) charging protocol. COA was implemented on 

an objective function that is used for the fast charging of the lithium-ion polymer battery of 

1000 mAh to minimize the charging interval time and energy loss while maximizing the 

charging efficiency. The proposed algorithm was applied to a dynamic mathematical model 

based on the RC second-order transient equivalent circuit. A comparison between the two 

implemented techniques based on the MSCC protocol and CC-CV protocol was performed 

yielding the following results: 1) Hierarchical Technique (HT) reached its full capacity (0 to 

100% SOC), causing a reduction in both the charging interval time and energy loss by 18.1% 

and 7.783%, respectively and improved the efficiency by 8 %, 2) Conditional Random 

Technique (CRT) reached its full capacity (0 to 100% SOC), caused a reduction in both the 

charging interval time and energy loss by 22.45% and 10.408%, respectively and improved the 



Chapter 6  

123 

 

efficiency by 14.1%. The maximum error between the proposed simulation model and the 

experimental work is 2.3%. The proposed techniques proved that whenever the weight of 

energy loss or charging interval time is changed, new currents and interval times will be 

regenerated to optimize the fitness function. The CRT ensured optimum charging interval time, 

efficiency, and minimum energy loss concerning the conventional CC-CV charging protocol.  

To implement the CC-CV and MSCC protocols, a new artificial intelligence charging 

controller for the PV standalone off-board plug-in EVs is proposed. The charging point was 

controlled by the neural network predictive controller (NNPC) integrated with the long short-

term memory network model (LSTM), which was applied to the DC-DC buck converters. In 

comparison to the conventional PID control and fuzzy logic controller (FLC), the NNPC-

LSTM revealed better dynamic performance and robustness in various aspects. The NNPC-

LSTM ensured high stability and a high-speed charging response while charging the small-

scale lithium-polymer ion battery of 1000 mAh using the CC-CV and MSCC protocols under 

variable input voltages. The battery terminal voltage ripple and charging current ripple were 

minimized to reach 1mV and 1mA, respectively. Due to the stochastic behaviour of the PV 

system, the LSTM method was used with two main roles. The first role was training the NNPC 

with the predicted PV output power based on a set of offline data. The second role was 

estimating the characteristics of the charging process to make sure that the PV output power 

fulfilled the requirement of the process; otherwise, the system must be supplied from another 

source during a shortage of PV power. The root mean square error (RMSE) obtained from 

using the LSTM reached 5.0495. The simulated and experimental investigation confirmed that 

the NNPC integrated with the LSTM model could track the predetermined reference and 

maintain the stability of the process under any condition. The proposed controller could be 

extended and implemented on any DC-DC converter since the state–space model of the 

converter exists. In addition, the NNPC-LSTM could be scaled up and used for charging large-

capacity lithium-ion batteries. 

The impact of the EVs charging schemes on the utility grid is investigated and novel techno-

economic scenarios and case studies are implemented. This thesis emphasized the vital role of 

the aggregator which is considered the direct interface between EVs and the utility grid. A 

novel smart techno-economic operation of the electric vehicle charging station (EVCS) in 

Egypt is implemented and controlled by the aggregator based on a hierarchal model. Egypt is 

considered a prime strategic location for renewable energy projects due to the sunny weather 

and high wind speed. The upper stage of the model is ensuring the balance between the 

generated power from the renewable energy sources (RESs) and the consumed power from the 

EVCS due to the fast DC charging of EVs. It has been implemented throughout organizing and 

scheduling the EVs while entering the station during the day. The second stage is maximizing 

the EVCS profit and minimizing the EVs tariff however, it is challenging as both objectives 

conflict with each other. The mixed integer linear programming (MILP) is used in the upper 

model and reduced the consumed power by 4.5 kW. As the peak demand is reduced, the 

generation capacity of the RESs and grid will not be overstretched, and system stability would 

be improved. In the second model, the MILP and Markov decision process reinforcement 

learning (MDP-RL) have maximized the profit by 28.88% and 20.10.54%, respectively. 
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However, an increase in the EVs charging tariff is obtained of 21.19.739%, and 15.03%, 

respectively. Hence, the MDP-RL is considered more convenient to satisfy a moderate balance 

between the EV charging tariff and EVCS revenue. 

In addition, a novel and robust central aggregator hierarchical optimization algorithm based on 

the genetic algorithm (GA) was investigated to alleviate the utility grid load demand using the 

V2G technology. The proposed algorithm has been implemented throughout the stochastic EV 

parking operation. The model minimized the battery degradation cost and maximized the EV 

owner profit by selecting the number of EVs that would participate in the V2G and G2V 

technologies to shave the load demand of the utility grid. Two scenarios were stated and 

compared to each other. The first scenario combined the degradation effect while the second 

scenario ignored the degradation cost of the battery. Three types of EV categories were 

assumed to penetrate the grid based on three case studies depending on the parking period. The 

model based on the GA effectively minimized the load demand by 26.5% (371 kW) to reach 

the average power of the utility grid throughout the day while minimizing the battery 

degradation cost by 82.04% compared with the standard operation. Hence, it is recommended 

to utilize the integration between the EVs stochastic parking with the utility grid. 

5.2. Recommendations and future work    

This research could be further extended through the following main bullets: 

• Investigating and implementing the neural network recognition and classification 

algorithms using different scaled-up lithium-ion battery modules which are in the 

automobile market (such as Nissan, Tesla, Mustang, BYD, SAIC, BMW, and Porsche) 

at various operating ambient conditions (temperature and relative humidity). 

• Virtual representation of the EV dynamic behaviour using the Digital Twins model 

throughout utilizing electrical and electro-mechanical sensors to identify and model the 

EV under different ambient circumstances. 

• Fast charging the EV using the wireless charging methodology not only at the charging 

piles or stations but across all the roads to improve the charging time while minimizing 

the energy loss and eliminating eddy current. This could be complemented by 

controlling the alignment of the sending and receiving coils while moving. In addition, 

the cycle life of wireless charging should be compared with the conventional 

conductive charging protocols. 

• Investigating the impact of the temperature and relative humidity conditions on the EV 

wireless charging and the EV powertrain where the charging operating ambient 

conditions change from country to country even across the day in the same place. 

• Investigating the EVs’ ability to stabilize the deficiency of the utility grid voltage, 

power and frequency using the V2G and G2V technologies by controlling the EVs’ 

reactive power. This could be implemented using a smart bidirectional charging 

inverter in the electric vehicle charging station or private homes.  
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Appendix A 

 Source Code Listings 

The MATLAB source code that has been utilised in both the hierarchical technique (HT) and 

the conditional random technique (CRT) using the multi-stage charging current (MSCC) based 

on the cuckoo optimisation algorithm (COA) is stated as follows.  

a= [4.1785 0.2505 0.0245 0.006 309317 4581000 100;... 

    4.1077 0.22 0.0245 0.006 304467 4509111 97;... 

    4.0625 0.2195 0.0185 0.012 528134 1114917 95;... 

    4.0344 0.2255 0.0125 0.006 1148558 4429111 90;... 

    4.0002 0.439 0.031 0.006 183058 4339556 85;... 

    3.9612 0.3845 0.0125 0.012 1118318 1077944 80;... 

    3.927 0.366 0.0185 0.012 506465 1069139 75;... 

    3.85 0.311 0.12 0.012 1183312 1051167 70;... 

    3.825 0.442 0.0125 0.006 1075781 4148333 65;... 

    3.81348 0.2624 0.0185 0.012 494264 1043361 60;... 

    3.7683 0.2745 0.0125 0.012 1069099 1030472 55;... 

    3.72681 0.23805 0.012 0.012 1149375 940941 50;... 

    3.69141 0.27455 0.0185 0.012 477894 1008778 45;... 

    3.6621 0.2805 0.0185 0.006 473884 4001889 40;... 

    3.64041 0.28205 0.0125 0.012 1031832 994528 35;... 

    3.6194 0.2745 0.0185 0.006 468427 3955778 30;... 

    3.59253 0.26865 0.012 0.012 1105500 904998 25;... 

    3.5657 0.299 0.0125 0.006 1009339 3892000 20;... 

    3.5364 0.3295 0.0185 0.006 456068 3851333 15;... 

    3.4998 0.3665 0.0245 0.006 256697 3801111 10;... 

    3.38 0.3535 0.012 0.013 1033781 846246 5;... 

    3.24143 0.33815 0.061 0.036 38309 94815 2.25;... 

    2.9736 0.427 0.0975 0.08 13626 18105 0 ];   

  

% Input the starting voltage of the battery  

V1=2.9 

 

if (V1<=2.9724)&&(V1>=2.75) 

SOC_1=0 

elseif (V1<=3.24143)&&(V1>2.9724) 

SOC_1=2.25 

elseif (V1<=3.41431)&&(V1>3.24143) 

SOC_1=5 

elseif (V1<=3.4998)&&(V1>3.41431) 

SOC_1=10 

elseif (V1<=3.5364)&&(V1>3.4998) 

SOC_1=15 

elseif (V1<=3.5657)&&(V1>3.5364) 

SOC_1=20 

elseif (V1<=3.59253)&&(V1>3.5657) 

SOC_1=25 

elseif (V1<=3.6194)&&(V1>3.59253) 
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SOC_1=30 

elseif (V1<=3.64041)&&(V1>3.6194) 

SOC_1=35 

elseif (V1<=3.6621)&&(V1>3.64041) 

SOC_1=40 

elseif (V1<=3.69141)&&(V1>3.6621) 

SOC_1=45 

elseif (V1<=3.72681)&&(V1>3.69141) 

SOC_1=50 

elseif (V1<=3.7683)&&(V1>3.72681) 

SOC_1=55 

elseif (V1<=3.81348)&&(V1>3.7683) 

SOC_1=60 

elseif (V1<=3.8562)&&(V1>3.81348) 

SOC_1=65 

elseif (V1<=3.89404)&&(V1>3.8562) 

SOC_1=70 

 elseif (V1<=3.927)&&(V1>3.89404) 

SOC_1=75 

elseif (V1<=3.9612)&&(V1>3.927) 

SOC_1=80 

elseif (V1<=4.0002)&&(V1>3.9612) 

SOC_1=85 

elseif (V1<=4.0344)&&(V1>4.0002) 

SOC_1=90 

elseif (V1<=4.0637)&&(V1>4.0344) 

SOC_1=95 

elseif (V1<=4.1077)&&(V1>4.0637) 

SOC_1=97 

else 

SOC_1=100 

end 

   

%% The First Stage 

%T_1=I(6) 

Ec1_2=0; 

SOC_2_2=SOC_1+(100*((I(1)*I(6))/3600)); 

SOC_2_2=ceil(SOC_2_2) 

for SOC_2=SOC_1:1:SOC_2_2 

    if (SOC_2<=2.25)&&(SOC_2>=0) 

    R0_2=a(23,2); 

    R1_2=a(23,3); 

    R2_2=a(23,4); 

    C1_2=a(23,5); 

    C2_2=a(23,6); 

    V2=a(23,1); 

    elseif (SOC_2<=5)&&(SOC_2>2.25) 

    R0_2=a(22,2); 

    R1_2=a(22,3); 

    R2_2=a(22,4); 

    C1_2=a(22,5); 
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    C2_2=a(22,6); 

    V2=a(22,1); 

    elseif (SOC_2<=10)&&(SOC_2>5) 

    R0_2=a(21,2); 

    R1_2=a(21,3); 

    R2_2=a(21,4); 

    C1_2=a(21,5); 

    C2_2=a(21,6); 

    V2=a(21,1); 

    elseif (SOC_2<=15)&&(SOC_2>10) 

    R0_2=a(20,2); 

    R1_2=a(20,3); 

    R2_2=a(20,4); 

    C1_2=a(20,5); 

    C2_2=a(20,6); 

    V2=a(20,1); 

    elseif (SOC_2<=20)&&(SOC_2>15) 

    R0_2=a(19,2); 

    R1_2=a(19,3); 

    R2_2=a(19,4); 

    C1_2=a(19,5); 

    C2_2=a(19,6); 

    V2=a(19,1); 

    elseif (SOC_2<=25)&&(SOC_2>20) 

    R0_2=a(18,2); 

    R1_2=a(18,3); 

    R2_2=a(18,4); 

    C1_2=a(18,5); 

    C2_2=a(18,6); 

    V2=a(18,1); 

    elseif (SOC_2<=30)&&(SOC_2>25) 

    R0_2=a(17,2); 

    R1_2=a(17,3); 

    R2_2=a(17,4); 

    C1_2=a(17,5); 

    C2_2=a(17,6); 

    V2=a(17,1); 

     elseif (SOC_2<=35)&&(SOC_2>30) 

    R0_2=a(16,2); 

    R1_2=a(16,3); 

    R2_2=a(16,4); 

    C1_2=a(16,5); 

    C2_2=a(16,6) ;  

    V2=a(16,1); 

    elseif (SOC_2<=40)&&(SOC_2>35) 

    R0_2=a(15,2); 

    R1_2=a(15,3); 

    R2_2=a(15,4); 

    C1_2=a(15,5); 

    C2_2=a(15,6) ; 

    V2=a(15,1); 
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    elseif (SOC_2<=45)&&(SOC_2>40) 

    R0_2=a(14,2); 

    R1_2=a(14,3); 

    R2_2=a(14,4); 

    C1_2=a(14,5); 

    C2_2=a(14,6); 

    V2=a(14,1); 

    elseif (SOC_2<=50)&&(SOC_2>45) 

    R0_2=a(13,2); 

    R1_2=a(13,3); 

    R2_2=a(13,4); 

    C1_2=a(13,5); 

    C2_2=a(13,6); 

    V2=a(13,1); 

    elseif (SOC_2<=55)&&(SOC_2>50) 

    R0_2=a(12,2); 

    R1_2=a(12,3); 

    R2_2=a(12,4); 

    C1_2=a(12,5); 

    C2_2=a(12,6); 

    V2=a(12,1); 

    elseif (SOC_2<=60)&&(SOC_2>55) 

    R0_2=a(11,2); 

    R1_2=a(11,3); 

    R2_2=a(11,4); 

    C1_2=a(11,5); 

    C2_2=a(11,6); 

    V2=a(11,1); 

    elseif (SOC_2<=65)&&(SOC_2>60) 

    R0_2=a(10,2); 

    R1_2=a(10,3); 

    R2_2=a(10,4); 

    C1_2=a(10,5); 

    C2_2=a(10,6); 

    V2=a(10,1); 

    elseif (SOC_2<=70)&&(SOC_2>65) 

    R0_2=a(9,2); 

    R1_2=a(9,3); 

    R2_2=a(9,4); 

    C1_2=a(9,5); 

    C2_2=a(9,6); 

    V2=a(9,1); 

    elseif (SOC_2<=75)&&(SOC_2>70) 

    R0_2=a(8,2); 

    R1_2=a(8,3); 

    R2_2=a(8,4); 

    C1_2=a(8,5); 

    C2_2=a(8,6); 

    V2=a(8,1); 

    elseif (SOC_2<=80)&&(SOC_2>75) 

    R0_2=a(7,2); 
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    R1_2=a(7,3); 

    R2_2=a(7,4); 

    C1_2=a(7,5); 

    C2_2=a(7,6); 

    V2=a(7,1); 

    elseif (SOC_2<=85)&&(SOC_2>80) 

    R0_2=a(6,2); 

    R1_2=a(6,3); 

    R2_2=a(6,4); 

    C1_2=a(6,5); 

    C2_2=a(6,6); 

    V2=a(6,1); 

    elseif (SOC_2<=90)&&(SOC_2>85) 

    R0_2=a(5,2);; 

    R1_2=a(5,3); 

    R2_2=a(5,4); 

    C1_2=a(5,5); 

    C2_2=a(5,6); 

    V2=a(5,1); 

    elseif (SOC_2<=95)&&(SOC_2>90) 

    R0_2=a(4,2); 

    R1_2=a(4,3); 

    R2_2=a(4,4); 

    C1_2=a(4,5); 

    C2_2=a(4,6); 

    V2=a(4,1); 

    elseif (SOC_2<=97)&&(SOC_2>95) 

    R0_2=a(3,2); 

    R1_2=a(3,3); 

    R2_2=a(3,4); 

    C1_2=a(3,5); 

    C2_2=a(3,6); 

    V2=a(3,1); 

    elseif (SOC_2<=100)&&(SOC_2>97) 

    R0_2=a(2,2); 

    R1_2=a(2,3); 

    R2_2=a(2,4); 

    C1_2=a(2,5); 

    C2_2=a(2,6); 

    V2=a(2,1); 

    else 

    R0_2=a(1,2); 

    R1_2=a(1,3); 

    R2_2=a(1,4); 

    C1_2=a(1,5); 

    C2_2=a(1,6); 

    V2=a(1,1); 

    end 

    SOC_2 

Vt_2=V2+(R0_2*I(1))+... 
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    (R1_2*((I(1)*(1-exp(-

1/(R1_2*C1_2))))/(1/(R1_2*C1_2))))+... 

    (R2_2*((I(1)*(1-exp(-1/(R2_2*C2_2))))/(1/(R2_2*C2_2)))) 

 

Ec1_2=Ec1_2... 

    +((36/I(1))*R0_2*power(I(1),2))... 

    +(36/I(1))*R1_2*power(((I(1)*(1-exp(-

1/(R1_2*C1_2))))/(1/(R1_2*C1_2))),2)... 

    +(36/I(1))*(R2_2*power(((I(1)*(1-exp(-

1/(R2_2*C2_2))))/(1/(R2_2*C2_2))),2)); 

end 

Ec1_2; 

   

%% The Second Stage 

%T_2=I(7) 

Ec1_3=0; 

SOC_3_3=SOC_2_2+(((I(2)*I(7))/3600)*100); 

SOC_3_3=ceil(SOC_3_3) 

for SOC_3=(SOC_2_2+1):1:SOC_3_3 

    if (SOC_3<=2.25)&&(SOC_3>=0) 

    R0_3=a(23,2); 

    R1_3=a(23,3); 

    R2_3=a(23,4); 

    C1_3=a(23,5); 

    C2_3=a(23,6); 

    V3=a(23,1); 

    elseif (SOC_3<=5)&&(SOC_3>2.25) 

    R0_3=a(22,2); 

    R1_3=a(22,3); 

    R2_3=a(22,4); 

    C1_3=a(22,5); 

    C2_3=a(22,6); 

    V3=a(22,1); 

    elseif (SOC_3<=10)&&(SOC_3>5) 

    R0_3=a(21,2); 

    R1_3=a(21,3); 

    R2_3=a(21,4); 

    C1_3=a(21,5); 

    C2_3=a(21,6); 

    V3=a(21,1); 

    elseif (SOC_3<=15)&&(SOC_3>10) 

    R0_3=a(20,2); 

    R1_3=a(20,3); 

    R2_3=a(20,4); 

    C1_3=a(20,5); 

    C2_3=a(20,6); 

    V3=a(20,1); 

    elseif (SOC_3<=20)&&(SOC_3>15) 

    R0_3=a(19,2); 

    R1_3=a(19,3); 

    R2_3=a(19,4); 
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    C1_3=a(19,5); 

    C2_3=a(19,6); 

    V3=a(19,1); 

    elseif (SOC_3<=25)&&(SOC_3>20) 

    R0_3=a(18,2); 

    R1_3=a(18,3); 

    R2_3=a(18,4); 

    C1_3=a(18,5); 

    C2_3=a(18,6); 

    V3=a(18,1); 

    elseif (SOC_3<=30)&&(SOC_3>25) 

    R0_3=a(17,2); 

    R1_3=a(17,3); 

    R2_3=a(17,4); 

    C1_3=a(17,5); 

    C2_3=a(17,6); 

    V3=a(17,1); 

     elseif (SOC_3<=35)&&(SOC_3>30) 

    R0_3=a(16,2); 

    R1_3=a(16,3); 

    R2_3=a(16,4); 

    C1_3=a(16,5); 

    C2_3=a(16,6) ;  

    V3=a(16,1); 

    elseif (SOC_3<=40)&&(SOC_3>35) 

    R0_3=a(15,2); 

    R1_3=a(15,3); 

    R2_3=a(15,4); 

    C1_3=a(15,5); 

    C2_3=a(15,6) ; 

    V3=a(15,1); 

    elseif (SOC_3<=45)&&(SOC_3>40) 

    R0_3=a(14,2); 

    R1_3=a(14,3); 

    R2_3=a(14,4); 

    C1_3=a(14,5); 

    C2_3=a(14,6); 

    V3=a(14,1); 

    elseif (SOC_3<=50)&&(SOC_3>45) 

    R0_3=a(13,2); 

    R1_3=a(13,3); 

    R2_3=a(13,4); 

    C1_3=a(13,5); 

    C2_3=a(13,6); 

    V3=a(13,1); 

    elseif (SOC_3<=55)&&(SOC_3>50) 

    R0_3=a(12,2); 

    R1_3=a(12,3); 

    R2_3=a(12,4); 

    C1_3=a(12,5); 

    C2_3=a(12,6); 
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    V3=a(12,1); 

    elseif (SOC_3<=60)&&(SOC_3>55) 

    R0_3=a(11,2); 

    R1_3=a(11,3); 

    R2_3=a(11,4); 

    C1_3=a(11,5); 

    C2_3=a(11,6); 

    V3=a(11,1); 

    elseif (SOC_3<=65)&&(SOC_3>60) 

    R0_3=a(10,2); 

    R1_3=a(10,3); 

    R2_3=a(10,4); 

    C1_3=a(10,5); 

    C2_3=a(10,6); 

    V3=a(10,1); 

    elseif (SOC_3<=70)&&(SOC_3>65) 

    R0_3=a(9,2); 

    R1_3=a(9,3); 

    R2_3=a(9,4); 

    C1_3=a(9,5); 

    C2_3=a(9,6); 

    V3=a(9,1); 

    elseif (SOC_3<=75)&&(SOC_3>70) 

    R0_3=a(8,2); 

    R1_3=a(8,3); 

    R2_3=a(8,4); 

    C1_3=a(8,5); 

    C2_3=a(8,6); 

    V3=a(8,1); 

    elseif (SOC_3<=80)&&(SOC_3>75) 

    R0_3=a(7,2); 

    R1_3=a(7,3); 

    R2_3=a(7,4); 

    C1_3=a(7,5); 

    C2_3=a(7,6); 

    V3=a(7,1); 

    elseif (SOC_3<=85)&&(SOC_3>80) 

    R0_3=a(6,2); 

    R1_3=a(6,3); 

    R2_3=a(6,4); 

    C1_3=a(6,5); 

    C2_3=a(6,6); 

    V3=a(6,1); 

    elseif (SOC_3<=90)&&(SOC_3>85) 

    R0_3=a(5,2);; 

    R1_3=a(5,3); 

    R2_3=a(5,4); 

    C1_3=a(5,5); 

    C2_3=a(5,6); 

    V3=a(5,1); 

    elseif (SOC_3<=95)&&(SOC_3>90) 
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    R0_3=a(4,2); 

    R1_3=a(4,3); 

    R2_3=a(4,4); 

    C1_3=a(4,5); 

    C2_3=a(4,6); 

    V3=a(4,1); 

    elseif (SOC_3<=97)&&(SOC_3>95) 

    R0_3=a(3,2); 

    R1_3=a(3,3); 

    R2_3=a(3,4); 

    C1_3=a(3,5); 

    C2_3=a(3,6); 

    V3=a(3,1); 

    elseif (SOC_3<=100)&&(SOC_3>97) 

    R0_3=a(2,2); 

    R1_3=a(2,3); 

    R2_3=a(2,4); 

    C1_3=a(2,5); 

    C2_3=a(2,6); 

    V3=a(2,1); 

    else 

    R0_3=a(1,2); 

    R1_3=a(1,3); 

    R2_3=a(1,4); 

    C1_3=a(1,5); 

    C2_3=a(1,6); 

    V3=a(1,1); 

    end 

    SOC_3 

Vt_3=V3+(R0_3*I(2))+... 

    (R1_3*(((I(2)*(1-exp(-1/(R1_3*C1_3))))/(1/(R1_3*C1_3)))-

(I(1)*(((1-exp(-1/(R1_3*C1_3)))/(1/(R1_3*C1_3)))-(exp(-

1/(R1_3*C1_3)))))))+... 

    (R2_3*(((I(2)*(1-exp(-1/(R2_3*C2_3))))/(1/(R2_3*C2_3)))-

(I(1)*(((1-exp(-1/(R2_3*C2_3)))/(1/(R2_3*C2_3)))-(exp(-

1/(R2_3*C2_3))))))) 

 

Ec1_3=Ec1_3... 

    +((36/I(2))*R0_3*power(I(2),2))... 

    +(36/I(2))*(R1_3*power((((I(2)*(1-exp(-

1/(R1_3*C1_3))))/(1/(R1_3*C1_3)))-(I(1)*(((1-exp(-

1/(R1_3*C1_3)))/(1/(R1_3*C1_3)))-(exp(-1/(R1_3*C1_3))))))-

((I(1)+((I(1)*(1-exp(-

1/(R1_3*C1_3))))/(1/(R1_3*C1_3))))*(exp(-

1/(R1_3*C1_3)))),2))... 

    +(36/I(2))*(R2_3*power((((I(2)*(1-exp(-

1/(R2_3*C2_3))))/(1/(R2_3*C2_3)))-(I(1)*(((1-exp(-

1/(R2_3*C2_3)))/(1/(R2_3*C2_3)))-(exp(-1/(R2_3*C2_3))))))-

((I(1)+((I(1)*(1-exp(-

1/(R1_3*C1_3))))/(1/(R1_3*C1_3))))*(exp(-1/(R1_3*C1_3)))),2)); 

end 
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Ec1_3; 

 

%% The Third Stage 

%T_3=I(8) 

Ec1_4=0; 

SOC_4_4=SOC_3_3+(((I(8)*I(3))/3600)*100); 

SOC_4_4=ceil(SOC_4_4) 

for SOC_4=(SOC_3_3+1):1:SOC_4_4 

    if (SOC_4<=2.25)&&(SOC_4>=0) 

    R0_4=a(23,2); 

    R1_4=a(23,3); 

    R2_4=a(23,4); 

    C1_4=a(23,5); 

    C2_4=a(23,6); 

    V4=a(23,1); 

    elseif (SOC_4<=5)&&(SOC_4>2.25) 

    R0_4=a(22,2); 

    R1_4=a(22,3); 

    R2_4=a(22,4); 

    C1_4=a(22,5); 

    C2_4=a(22,6); 

    V4=a(22,1); 

    elseif (SOC_4<=10)&&(SOC_4>5) 

    R0_4=a(21,2); 

    R1_4=a(21,3); 

    R2_4=a(21,4); 

    C1_4=a(21,5); 

    C2_4=a(21,6); 

    V4=a(21,1); 

    elseif (SOC_4<=15)&&(SOC_4>10) 

    R0_4=a(20,2); 

    R1_4=a(20,3); 

    R2_4=a(20,4); 

    C1_4=a(20,5); 

    C2_4=a(20,6); 

    V4=a(20,1); 

    elseif (SOC_4<=20)&&(SOC_4>15) 

    R0_4=a(19,2); 

    R1_4=a(19,3); 

    R2_4=a(19,4); 

    C1_4=a(19,5); 

    C2_4=a(19,6); 

    V4=a(19,1); 

    elseif (SOC_4<=25)&&(SOC_4>20) 

    R0_4=a(18,2); 

    R1_4=a(18,3); 

    R2_4=a(18,4); 

    C1_4=a(18,5); 

    C2_4=a(18,6); 

    V4=a(18,1); 

    elseif (SOC_4<=30)&&(SOC_4>25) 
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    R0_4=a(17,2); 

    R1_4=a(17,3); 

    R2_4=a(17,4); 

    C1_4=a(17,5); 

    C2_4=a(17,6); 

    V4=a(17,1); 

     elseif (SOC_4<=35)&&(SOC_4>30) 

    R0_4=a(16,2); 

    R1_4=a(16,3); 

    R2_4=a(16,4); 

    C1_4=a(16,5); 

    C2_4=a(16,6) ; 

    V4=a(16,1); 

    elseif (SOC_4<=40)&&(SOC_4>35) 

    R0_4=a(15,2); 

    R1_4=a(15,3); 

    R2_4=a(15,4); 

    C1_4=a(15,5); 

    C2_4=a(15,6) ; 

    V4=a(15,1); 

    elseif (SOC_4<=45)&&(SOC_4>40) 

    R0_4=a(14,2); 

    R1_4=a(14,3); 

    R2_4=a(14,4); 

    C1_4=a(14,5); 

    C2_4=a(14,6); 

    V4=a(14,1); 

    elseif (SOC_4<=50)&&(SOC_4>45) 

    R0_4=a(13,2); 

    R1_4=a(13,3); 

    R2_4=a(13,4); 

    C1_4=a(13,5); 

    C2_4=a(13,6); 

    V4=a(13,1); 

    elseif (SOC_4<=55)&&(SOC_4>50) 

    R0_4=a(12,2); 

    R1_4=a(12,3); 

    R2_4=a(12,4); 

    C1_4=a(12,5); 

    C2_4=a(12,6); 

    V4=a(12,1); 

    elseif (SOC_4<=60)&&(SOC_4>55) 

    R0_4=a(11,2); 

    R1_4=a(11,3); 

    R2_4=a(11,4); 

    C1_4=a(11,5); 

    C2_4=a(11,6); 

    V4=a(11,1); 

    elseif (SOC_4<=65)&&(SOC_4>60) 

    R0_4=a(10,2); 

    R1_4=a(10,3); 
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    R2_4=a(10,4); 

    C1_4=a(10,5); 

    C2_4=a(10,6); 

    V4=a(10,1); 

    elseif (SOC_4<=70)&&(SOC_4>65) 

    R0_4=a(9,2); 

    R1_4=a(9,3); 

    R2_4=a(9,4); 

    C1_4=a(9,5); 

    C2_4=a(9,6); 

    V4=a(9,1); 

    elseif (SOC_4<=75)&&(SOC_4>70) 

    R0_4=a(8,2); 

    R1_4=a(8,3); 

    R2_4=a(8,4); 

    C1_4=a(8,5); 

    C2_4=a(8,6); 

    V4=a(8,1); 

    elseif (SOC_4<=80)&&(SOC_4>75) 

    R0_4=a(7,2); 

    R1_4=a(7,3); 

    R2_4=a(7,4); 

    C1_4=a(7,5); 

    C2_4=a(7,6); 

    V4=a(7,1); 

    elseif (SOC_4<=85)&&(SOC_4>80) 

    R0_4=a(6,2); 

    R1_4=a(6,3); 

    R2_4=a(6,4); 

    C1_4=a(6,5); 

    C2_4=a(6,6); 

    V4=a(6,1); 

    elseif (SOC_4<=90)&&(SOC_4>85) 

    R0_4=a(5,2);; 

    R1_4=a(5,3); 

    R2_4=a(5,4); 

    C1_4=a(5,5); 

    C2_4=a(5,6); 

    V4=a(5,1); 

    elseif (SOC_4<=95)&&(SOC_4>90) 

    R0_4=a(4,2); 

    R1_4=a(4,3); 

    R2_4=a(4,4); 

    C1_4=a(4,5); 

    C2_4=a(4,6); 

    V4=a(4,1); 

    elseif (SOC_4<=97)&&(SOC_4>95) 

    R0_4=a(3,2); 

    R1_4=a(3,3); 

    R2_4=a(3,4); 

    C1_4=a(3,5); 
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    C2_4=a(3,6); 

    V4=a(3,1); 

    elseif (SOC_4<=100)&&(SOC_4>97) 

    R0_4=a(2,2); 

    R1_4=a(2,3); 

    R2_4=a(2,4); 

    C1_4=a(2,5); 

    C2_4=a(2,6); 

    V4=a(2,1); 

    else 

    R0_4=a(1,2); 

    R1_4=a(1,3); 

    R2_4=a(1,4); 

    C1_4=a(1,5); 

    C2_4=a(1,6); 

    V4=a(1,1); 

    end 

Vt_4=V4+(R0_4*I(3))+... 

    (R1_4*(((I(3)*(1-exp(-1/(R1_4*C1_4))))/(1/(R1_4*C1_4)))-

(I(2)*(((1-exp(-1/(R1_4*C1_4)))/(1/(R1_4*C1_4)))-(exp(-

1/(R1_4*C1_4)))))))+... 

    (R2_4*(((I(3)*(1-exp(-1/(R2_4*C2_4))))/(1/(R2_4*C2_4)))-

(I(2)*(((1-exp(-1/(R2_4*C2_4)))/(1/(R2_4*C2_4)))-(exp(-

1/(R2_4*C2_4))))))) 

Ec1_4=Ec1_4... 

    +((36/I(3))*R0_4*power(I(3),2))... 

    +(36/I(3))*(R1_4*power((((I(3)*(1-exp(-

1/(R1_4*C1_4))))/(1/(R1_4*C1_4)))-(I(2)*(((1-exp(-

1/(R1_4*C1_4)))/(1/(R1_4*C1_4)))-(exp(-

1/(R1_4*C1_4)))))),2))... 

    +(36/I(3))*(R2_4*power((((I(3)*(1-exp(-

1/(R2_4*C2_4))))/(1/(R2_4*C2_4)))-(I(2)*(((1-exp(-

1/(R2_4*C2_4)))/(1/(R2_4*C2_4)))-(exp(-1/(R2_4*C2_4)))))),2)); 

end 

Ec1_4; 

  

%% The Fourth Stage 

%T_4=I(9) 

Ec1_5=0; 

SOC_5_5=SOC_4_4+(((I(9)*I(4))/3600)*100); 

SOC_5_5=ceil(SOC_5_5) 

for SOC_5=(SOC_4_4+1):1:SOC_5_5 

    if (SOC_5<=2.25)&&(SOC_5>=0) 

    R0_5=a(23,2); 

    R1_5=a(23,3); 

    R2_5=a(23,4); 

    C1_5=a(23,5); 

    C2_5=a(23,6); 

    V5=a(23,1); 

    elseif (SOC_5<=5)&&(SOC_5>2.25) 

    R0_5=a(22,2); 
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    R1_5=a(22,3); 

    R2_5=a(22,4); 

    C1_5=a(22,5); 

    C2_5=a(22,6); 

    V5=a(22,1); 

    elseif (SOC_5<=10)&&(SOC_5>5) 

    R0_5=a(21,2); 

    R1_5=a(21,3); 

    R2_5=a(21,4); 

    C1_5=a(21,5); 

    C2_5=a(21,6); 

    V5=a(21,1); 

    elseif (SOC_5<=15)&&(SOC_5>10) 

    R0_5=a(20,2); 

    R1_5=a(20,3); 

    R2_5=a(20,4); 

    C1_5=a(20,5); 

    C2_5=a(20,6); 

    V5=a(20,1); 

    elseif (SOC_5<=20)&&(SOC_5>15) 

    R0_5=a(19,2); 

    R1_5=a(19,3); 

    R2_5=a(19,4); 

    C1_5=a(19,5); 

    C2_5=a(19,6); 

    V5=a(19,1); 

    elseif (SOC_5<=25)&&(SOC_5>20) 

    R0_5=a(18,2); 

    R1_5=a(18,3); 

    R2_5=a(18,4); 

    C1_5=a(18,5); 

    C2_5=a(18,6); 

    V5=a(18,1); 

    elseif (SOC_5<=30)&&(SOC_5>25) 

    R0_5=a(17,2); 

    R1_5=a(17,3); 

    R2_5=a(17,4); 

    C1_5=a(17,5); 

    C2_5=a(17,6); 

    V5=a(17,1); 

     elseif (SOC_5<=35)&&(SOC_5>30) 

    R0_5=a(16,2); 

    R1_5=a(16,3); 

    R2_5=a(16,4); 

    C1_5=a(16,5); 

    C2_5=a(16,6) ;  

    V5=a(16,1); 

    elseif (SOC_5<=40)&&(SOC_5>35) 

    R0_5=a(15,2); 

    R1_5=a(15,3); 

    R2_5=a(15,4); 
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    C1_5=a(15,5); 

    C2_5=a(15,6) ; 

    V5=a(15,1); 

    elseif (SOC_5<=45)&&(SOC_5>40) 

    R0_5=a(14,2); 

    R1_5=a(14,3); 

    R2_5=a(14,4); 

    C1_5=a(14,5); 

    C2_5=a(14,6); 

    V5=a(14,1); 

    elseif (SOC_5<=50)&&(SOC_5>45) 

    R0_5=a(13,2); 

    R1_5=a(13,3); 

    R2_5=a(13,4); 

    C1_5=a(13,5); 

    C2_5=a(13,6); 

    V5=a(13,1); 

    elseif (SOC_5<=55)&&(SOC_5>50) 

    R0_5=a(12,2); 

    R1_5=a(12,3); 

    R2_5=a(12,4); 

    C1_5=a(12,5); 

    C2_5=a(12,6); 

    V5=a(12,1); 

    elseif (SOC_5<=60)&&(SOC_5>55) 

    R0_5=a(11,2); 

    R1_5=a(11,3); 

    R2_5=a(11,4); 

    C1_5=a(11,5); 

    C2_5=a(11,6); 

    V5=a(11,1); 

    elseif (SOC_5<=65)&&(SOC_5>60) 

    R0_5=a(10,2); 

    R1_5=a(10,3); 

    R2_5=a(10,4); 

    C1_5=a(10,5); 

    C2_5=a(10,6); 

    V5=a(10,1); 

    elseif (SOC_5<=70)&&(SOC_5>65) 

    R0_5=a(9,2); 

    R1_5=a(9,3); 

    R2_5=a(9,4); 

    C1_5=a(9,5); 

    C2_5=a(9,6); 

    V5=a(9,1); 

    elseif (SOC_5<=75)&&(SOC_5>70) 

    R0_5=a(8,2); 

    R1_5=a(8,3); 

    R2_5=a(8,4); 

    C1_5=a(8,5); 

    C2_5=a(8,6); 
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    V5=a(8,1); 

    elseif (SOC_5<=80)&&(SOC_5>75) 

    R0_5=a(7,2); 

    R1_5=a(7,3); 

    R2_5=a(7,4); 

    C1_5=a(7,5); 

    C2_5=a(7,6); 

    V5=a(7,1); 

    elseif (SOC_5<=85)&&(SOC_5>80) 

    R0_5=a(6,2); 

    R1_5=a(6,3); 

    R2_5=a(6,4); 

    C1_5=a(6,5); 

    C2_5=a(6,6); 

    V5=a(6,1); 

    elseif (SOC_5<=90)&&(SOC_5>85) 

    R0_5=a(5,2);; 

    R1_5=a(5,3); 

    R2_5=a(5,4); 

    C1_5=a(5,5); 

    C2_5=a(5,6); 

    V5=a(5,1); 

    elseif (SOC_5<=95)&&(SOC_5>90) 

    R0_5=a(4,2); 

    R1_5=a(4,3); 

    R2_5=a(4,4); 

    C1_5=a(4,5); 

    C2_5=a(4,6); 

    V5=a(4,1); 

    elseif (SOC_5<=97)&&(SOC_5>95) 

    R0_5=a(3,2); 

    R1_5=a(3,3); 

    R2_5=a(3,4); 

    C1_5=a(3,5); 

    C2_5=a(3,6); 

    V5=a(3,1); 

    elseif (SOC_5<=100)&&(SOC_5>97) 

    R0_5=a(2,2); 

    R1_5=a(2,3); 

    R2_5=a(2,4); 

    C1_5=a(2,5); 

    C2_5=a(2,6); 

    V5=a(2,1); 

    else 

    R0_5=a(1,2); 

    R1_5=a(1,3); 

    R2_5=a(1,4); 

    C1_5=a(1,5); 

    C2_5=a(1,6); 

    V5=a(1,1); 

    end 
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Vt_5=V5+(R0_5*I(4))+... 

    (R1_5*(((I(4)*(1-exp(-1/(R1_5*C1_5))))/(1/(R1_5*C1_5)))-

(I(3)*(((1-exp(-1/(R1_5*C1_5)))/(1/(R1_5*C1_5)))-(exp(-

1/(R1_5*C1_5)))))))+... 

    (R2_5*(((I(4)*(1-exp(-1/(R2_5*C2_5))))/(1/(R2_5*C2_5)))-

(I(3)*(((1-exp(-1/(R2_5*C2_5)))/(1/(R2_5*C2_5)))-(exp(-

1/(R2_5*C2_5))))))) 

 

Ec1_5=Ec1_5... 

    +((36/I(4))*R0_5*power(I(4),2))... 

    +(36/I(4))*(R1_5*power((((I(4)*(1-exp(-

1/(R1_5*C1_5))))/(1/(R1_5*C1_5)))-(I(3)*(((1-exp(-

1/(R1_5*C1_5)))/(1/(R1_5*C1_5)))-(exp(-

1/(R1_5*C1_5)))))),2))... 

    +(36/I(4))*(R2_5*power((((I(4)*(1-exp(-

1/(R2_5*C2_5))))/(1/(R2_5*C2_5)))-(I(3)*(((1-exp(-

1/(R2_5*C2_5)))/(1/(R2_5*C2_5)))-(exp(-1/(R2_5*C2_5)))))),2)); 

end 

Ec1_5; 

  

%% The Fifth Stage 

%T_5=I(10) 

Ec1_6=0; 

SOC_Final=SOC_5_5+(100*((I(5)*I(10))/3600)) 

for SOC_6=(SOC_5_5+1):1:SOC_Final 

    if (SOC_6<=2.25)&&(SOC_6>=0) 

    R0_6=a(23,2); 

    R1_6=a(23,3); 

    R2_6=a(23,4); 

    C1_6=a(23,5); 

    C2_6=a(23,6); 

    V6=a(23,1); 

    elseif (SOC_6<=5)&&(SOC_6>2.25) 

    R0_6=a(22,2); 

    R1_6=a(22,3); 

    R2_6=a(22,4); 

    C1_6=a(22,5); 

    C2_6=a(22,6); 

    V6=a(22,1); 

    elseif (SOC_6<=10)&&(SOC_6>5) 

    R0_6=a(21,2); 

    R1_6=a(21,3); 

    R2_6=a(21,4); 

    C1_6=a(21,5); 

    C2_6=a(21,6); 

    V6=a(21,1); 

    elseif (SOC_6<=15)&&(SOC_6>10) 

    R0_6=a(20,2); 

    R1_6=a(20,3); 

    R2_6=a(20,4); 

    C1_6=a(20,5); 



Appendix A 

172 

 

    C2_6=a(20,6); 

    V6=a(20,1); 

    elseif (SOC_6<=20)&&(SOC_6>15) 

    R0_6=a(19,2); 

    R1_6=a(19,3); 

    R2_6=a(19,4); 

    C1_6=a(19,5); 

    C2_6=a(19,6); 

    V6=a(19,1); 

    elseif (SOC_6<=25)&&(SOC_6>20) 

    R0_6=a(18,2); 

    R1_6=a(18,3); 

    R2_6=a(18,4); 

    C1_6=a(18,5); 

    C2_6=a(18,6); 

    V6=a(18,1); 

    elseif (SOC_6<=30)&&(SOC_6>25) 

    R0_6=a(17,2); 

    R1_6=a(17,3); 

    R2_6=a(17,4); 

    C1_6=a(17,5); 

    C2_6=a(17,6); 

    V6=a(17,1); 

     elseif (SOC_6<=35)&&(SOC_6>30) 

    R0_6=a(16,2); 

    R1_6=a(16,3); 

    R2_6=a(16,4); 

    C1_6=a(16,5); 

    C2_6=a(16,6) ; 

    V6=a(16,1); 

    elseif (SOC_6<=40)&&(SOC_6>35) 

    R0_6=a(15,2); 

    R1_6=a(15,3); 

    R2_6=a(15,4); 

    C1_6=a(15,5); 

    C2_6=a(15,6) ; 

    V6=a(15,1); 

    elseif (SOC_6<=45)&&(SOC_6>40) 

    R0_6=a(14,2); 

    R1_6=a(14,3); 

    R2_6=a(14,4); 

    C1_6=a(14,5); 

    C2_6=a(14,6); 

    V6=a(14,1); 

    elseif (SOC_6<=50)&&(SOC_6>45) 

    R0_6=a(13,2); 

    R1_6=a(13,3); 

    R2_6=a(13,4); 

    C1_6=a(13,5); 

    C2_6=a(13,6); 

    V6=a(13,1); 
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    elseif (SOC_6<=55)&&(SOC_6>50) 

    R0_6=a(12,2); 

    R1_6=a(12,3); 

    R2_6=a(12,4); 

    C1_6=a(12,5); 

    C2_6=a(12,6); 

    V6=a(12,1); 

    elseif (SOC_6<=60)&&(SOC_6>55) 

    R0_6=a(11,2); 

    R1_6=a(11,3); 

    R2_6=a(11,4); 

    C1_6=a(11,5); 

    C2_6=a(11,6); 

    V6=a(11,1); 

    elseif (SOC_6<=65)&&(SOC_6>60) 

    R0_6=a(10,2); 

    R1_6=a(10,3); 

    R2_6=a(10,4); 

    C1_6=a(10,5); 

    C2_6=a(10,6); 

    V6=a(10,1); 

    elseif (SOC_6<=70)&&(SOC_6>65) 

    R0_6=a(9,2); 

    R1_6=a(9,3); 

    R2_6=a(9,4); 

    C1_6=a(9,5); 

    C2_6=a(9,6); 

    V6=a(9,1); 

    elseif (SOC_6<=75)&&(SOC_6>70) 

    R0_6=a(8,2); 

    R1_6=a(8,3); 

    R2_6=a(8,4); 

    C1_6=a(8,5); 

    C2_6=a(8,6); 

    V6=a(8,1); 

    elseif (SOC_6<=80)&&(SOC_6>75) 

    R0_6=a(7,2); 

    R1_6=a(7,3); 

    R2_6=a(7,4); 

    C1_6=a(7,5); 

    C2_6=a(7,6); 

    V6=a(7,1); 

    elseif (SOC_6<=85)&&(SOC_6>80) 

    R0_6=a(6,2); 

    R1_6=a(6,3); 

    R2_6=a(6,4); 

    C1_6=a(6,5); 

    C2_6=a(6,6); 

    V6=a(6,1); 

    elseif (SOC_6<=90)&&(SOC_6>85) 

    R0_6=a(5,2);; 
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    R1_6=a(5,3); 

    R2_6=a(5,4); 

    C1_6=a(5,5); 

    C2_6=a(5,6); 

    V6=a(5,1); 

    elseif (SOC_6<=95)&&(SOC_6>90) 

    R0_6=a(4,2); 

    R1_6=a(4,3); 

    R2_6=a(4,4); 

    C1_6=a(4,5); 

    C2_6=a(4,6); 

    V6=a(4,1); 

    elseif (SOC_6<=97)&&(SOC_6>95) 

    R0_6=a(3,2); 

    R1_6=a(3,3); 

    R2_6=a(3,4); 

    C1_6=a(3,5); 

    C2_6=a(3,6); 

    V6=a(3,1); 

    elseif (SOC_6<=100)&&(SOC_6>97) 

    R0_6=a(2,2); 

    R1_6=a(2,3); 

    R2_6=a(2,4); 

    C1_6=a(2,5); 

    C2_6=a(2,6); 

    V6=a(2,1); 

    else 

    R0_6=a(1,2); 

    R1_6=a(1,3); 

    R2_6=a(1,4); 

    C1_6=a(1,5); 

    C2_6=a(1,6); 

    V6=a(1,1); 

    end  

Vt_6=V6+(R0_6*I(5))+... 

    (R1_6*(((I(5)*(1-exp(-1/(R1_6*C1_6))))/(1/(R1_6*C1_6)))-

(I(4)*(((1-exp(-1/(R1_6*C1_6)))/(1/(R1_6*C1_6)))-(exp(-

1/(R1_6*C1_6)))))))+... 

    (R2_6*(((I(5)*(1-exp(-1/(R2_6*C2_6))))/(1/(R2_6*C2_6)))-

(I(4)*(((1-exp(-1/(R2_6*C2_6)))/(1/(R2_6*C2_6)))-(exp(-

1/(R2_6*C2_6))))))) 

 

Ec1_6=Ec1_6... 

    +((36/I(5))*R0_6*power(I(5),2))+... 

    +(36/I(5))*(R1_6*power((((I(5)*(1-exp(-

1/(R1_6*C1_6))))/(1/(R1_6*C1_6)))-(I(4)*(((1-exp(-

1/(R1_6*C1_6)))/(1/(R1_6*C1_6)))-(exp(-

1/(R1_6*C1_6)))))),2))... 

    +(36/I(5))*(R2_6*power((((I(5)*(1-exp(-

1/(R2_6*C2_6))))/(1/(R2_6*C2_6)))-(I(4)*(((1-exp(-

1/(R2_6*C2_6)))/(1/(R2_6*C2_6)))-(exp(-1/(R2_6*C2_6)))))),2)); 
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end 

Ec1_6; 

  

%% The Fitness Function 

Energy_Loss=(1*(Ec1_2+Ec1_3+Ec1_4+Ec1_5+Ec1_6))+(1*(I(6)+I(7)+

I(8)+I(9)+I(10)))
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Appendix B 

Complementary Data 

The status of each switch for the MILP and MDP-RL methods is precisely declared in Table 

B-1, where P, W, and G are corresponding to the PV, wind energy, and grid switching status, 

respectively. The condition of each switch is considered as a binary number where 1 means the 

switch is closed and 0 means the switch is opened.  

Table B-1 Switching manoeuvring status of sources 
       HH 

MM 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

MILP 

00 P 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 

W 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

G 0 1 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

06 P 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 

W 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

G 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

12 P 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 

W 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

G 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

18 P 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 

W 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

G 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

24 P 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 

W 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

G 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

30 P 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 

W 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

G 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

36 P 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 

W 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

G 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

42 P 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 

W 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

G 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

48 P 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 

W 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

G 1 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

54 P 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 

W 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

G 1 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

  MDP-RL 

00 P 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 0 0 0 0 

W 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 1 0 1 1 0 0 0 

G 1 1 1 1 1 1 1 0 1 0 1 1 0 0 1 1 1 0 1 0 0 1 1 1 

06 P 0 0 0 0 0 0 1 0 0 0 1 1 0 1 0 1 1 0 1 0 0 0 0 0 

W 0 1 1 0 0 1 0 1 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 

G 1 0 0 1 1 0 1 0 1 0 1 1 0 1 0 1 1 1 1 1 1 1 1 1 

12 P 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 

W 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 

G 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 

18 P 0 0 0 0 0 0 1 0 1 1 0 0 1 1 0 1 0 0 0 0 0 0 0 0 

W 0 0 1 1 1 1 0 1 0 0 1 0 0 0 1 0 1 1 1 1 1 1 0 0 

G 1 1 0 0 0 0 1 0 1 1 0 1 1 1 0 1 0 0 0 0 0 1 1 1 

24 P 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0 

W 1 1 0 0 1 1 1 1 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 

G 1 0 1 1 0 0 0 0 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 

30 P 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 
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W 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 

G 1 0 0 1 1 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0 1 1 1 

36 P 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 1 0 1 0 0 0 0 0 0 

W 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 

G 1 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 

42 P 0 0 0 0 0 1 1 0 0 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 

W 1 0 1 0 1 0 0 1 1 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0 

G 1 1 0 1 0 1 1 0 0 1 0 1 1 1 0 1 1 1 1 0 0 1 1 1 

48 P 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 

W 0 0 1 1 1 1 0 0 0 0 0 1 0 0 0 1 1 0 0 1 0 1 0 0 

G 1 1 0 0 0 0 1 1 1 1 1 0 1 1 1 0 0 1 1 0 1 1 1 1 

54 P 0 0 0 0 0 1 1 1 1 0 1 1 0 0 1 0 1 1 0 0 0 0 0 0 

W 0 0 1 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 0 0 

G 1 1 0 0 0 1 1 1 1 1 1 1 1 0 1 1 1 1 0 0 1 1 1 1 

 


