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• A data driven approach to predict the 
quality of Li-ion electrodes (anode and 
cathode). 

• Identifying the key parameters and 
control variables affecting the interme-
diate and final products of battery elec-
trode manufacturing process. 

• Quantifying the effect of key control 
variables on the electrode and cell 
characteristics. 

• Systematic design of experiments to 
generate representative data for ML ac-
tivities with reduced waste and resource 
demand.  
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A B S T R A C T   

Li-ion battery is one of the key players in energy storage technology empowering electrified and clean trans-
portation systems. However, it is still associated with high costs due to the expensive material as well as high 
fluctuations of the manufacturing process. Complicated production processes involving mechanical, chemical, 
and electrical operations makes the predictability of the manufacturing process a challenge, hence the process is 
optimised through trial and error rather systematic simulation. To establish an in-depth understanding of the 
interconnected processes and manufacturing parameters, this paper combines data-mining techniques and real 
production to offer a method for the systematic analysis, understanding and improving the Li-ion battery elec-
trode manufacturing chain. The novelty of this research is that unlike most of the existing research that are 
focused on cathode manufacturing only, it covers both of the cathode and anode case studies. Furthermore, it is 
based on real manufacturing data, proposes a systematic design of experiment method for generating high 
quality and representative data, and leverages the artificial intelligence techniques to identify the dependencies 
in between the manufacturing parameters and the key quality factors of the electrode. Through this study, 
machine learning models are developed to quantify the predictability of electrode and cell properties given the 
coating process control parameters. Moreover, the manufacturing parameters are ranked and their contribution 
to the electrode and cell characteristics are quantified by models. The systematic data acquisition approach as 
well as the quantified interdependencies are expected to assist the manufacturer when moving towards an 
improved battery production chain.  
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1. Introduction 

Li-ion batteries (LiBs) have received a significant interest from 
various industries, especially those focused on electric transportation 
systems as they are enabling the transition of energy from traditional 
fossil fuel-based sources to the clean and renewables. In the last thirsty 
years, the LiB cell energy density has increased by more than 3 times 
(from 80 to 250 Wh/kg) with the prices dropped by up to 45 times from 
$4500 to $100–250 per kWh [1]. The LiB total capacity is expected to 
exceed 1 TWh by 2028 to meet the need of the electric transportation 
system which are only on the ground. This is achievable only if the cost 
drops from $100–250 to about $70–80 per kWh [2, 3]. This price 
reduction is not easy to attain, that’s why investigations are still 
required to suggest methods and approaches for optimisation of battery 
manufacturing process, increase cell performance and lifetime and 
decrease the cost. According to the reviews, cathode, and anode are the 
most expensive components of the Li-ion battery cells, followed by 
separator, electrolyte, and current collector [4, 5]. While almost 75% of 
the total LiB manufacturing costs are related to the raw material for cell 
components [6], the scrape rates have also an impact on the costs. 
During a conventional manufacturing run, scrape rates can vary from 
6% to 15%, and up to 40% of the final manufactured cells can either be 
defective or in need of post-production adjustments [7]. Part of this 
scrapes come from the research and development (R&D) phase of the LiB 
manufacturing in search for an optimum combination of material and 
settings for increased performance and energy density. This activities 
when heavily based on trial-and-error, increase the production cost 
significantly [8]. Obviously, a systematic approach for a deep under-
standing of the LiB cell material and production processes would help to 
achieve a successful design. It would help identifying low quality 
products, specially during the R&D or the early stages of the 
manufacturing chain and reduce the rate of the failure. 

While studies on the best combination of material started as early as 
the introduction of LiBs [9, 10], the correlation between the 
manufacturing control parameters and methods with the quality of LiB 
intermediate products such as slurry density, coating thickness, active 
material mass loading, as well as the final product characteristics such as 
energy capacity and internal resistance has attracted researcher more 
recently. In this direction, experiments have been designed to find the 
best combination of manufacturing parameters such as slurry de-
scriptors [11], coating properties, and calendaring step settings [12, 13]. 
However, most of these designs have been conducted via try-and-error 
and the systematic production chain optimisation via advanced 
computational and experimental methods has been introduced only 
recently. In this concept machine learning (ML) models have had 
promising contributions due to their flexibility in dealing with large 
number of control and response variables that cannot be correlated via 
physics-based models. In fact, physics-based models face challenges 
around the effort required for their parameterisation and when com-
pounded with the inherent variability of cells they result in local rep-
resentations and reduced prediction accuracy [14]. Machine learning 
models allow researchers to extract patterns and trends from data and 
enable them to generalise the finding to the novel data with affordable 
computations. 

A wide variety of ML algorithms are well investigated for the rep-
resentation and performance improvement of the LiBs. For example, 
Gaussian classifiers and Markov models are combined for load predic-
tion and state of energy estimation for batteries in electric vehicles [15]. 
Data-driven models are developed for knee point identification and state 
of health characterisation of cells [16]. Remaining useful life of cells is 
predicted in the early stages of ageing via hybrid ML models [17]. 
Gradient boosted trees are trained for state of health estimation in [18], 
and capacity fade is characterised by data-driven and experimental ap-
proaches in [19, 20]. Opportunities for improving the battery manage-
ment systems (BMS) are reviewed in [21, 22] and algorithms such as 
wavelet-Markov models [23] or neural networks [24] are developed 

for increasing the accuracy of state of power prediction for BMS. While 
the impact of ML algorithms on ready-to-use LiB cells has been clearly 
highlighted [25, 26, 14], their contribution to the battery manufacturing 
optimisation processes is rather new and still under investigation [26, 
27, 28]. 

In the area of data mining and ML methods for battery 
manufacturing optimisation, [29] has proposed a method to indicate the 
failed products via an intelligent quality gate concept. In this approach 
the factors to be measured during the quality control process are 
determined such that the minimum effort is required for summarising 
the information on battery products. Here, the general quality control 
studies consider the quality measures and focus on classifying a product 
as OK, or Not-OK. Classification by models such as shallow and deep 
learning artificial neural networks are one of the examples [30]. Beside 
product classification by quality, various investigations have proposed 
data-driven methods to directly predict the final or intermediate product 
characteristics. In [31], a cross industry standard process for data min-
ing (CRISP-DM) methodology is used and different regression tech-
niques, neural networks, and ensemble models are compared to predict 
the energy capacity of the manufactured batteries given a combination 
of the manufacturing data. The effect of specific manufacturing factors 
such as wafer speed is used for quality prediction by [32], while a similar 
study via decision trees (DTs) and random forest (RF) is conducted in 
[33] to determine the importance of factors related to the laser cutting, 
assembly, dispersing and calendaring steps and their effects on the final 
cell’s maximum capacity. Regression via Gaussian process models is 
proposed in [34] to predict the electrode mass loading considering the 
effect of mixing stage parameters, such as the slurry viscosity, amount of 
active material, liquid to solid ratio and coating parameter of comma bar 
gap. Models considering the aforementioned control variables are pro-
posed in [35] to distinguish samples with low/medium/high mass 
loading and porosity. These models are further utilised to perform 
feature analysis through indices such as predictive measure of associa-
tion and Gini index [36]. A combination of supervised and unsupervised 
approaches is proposed for electrode characteristics prediction in [37], 
with K-means clustering to putting data into groups of manufacturing 
conditions, and the Gaussian Naive Bayes model to predicting the het-
erogeneity properties such as active material mass loading and thick-
ness. The focus of the study has been on the mixing process parameters 
of active material percentage, liquid to solid ratio and coating process 
parameters. Linear regression is utilised in [38] to clarify the relation-
ship between the cathode physical characteristics and the cells grav-
imetric/volumetric capacity and its performance rate. A complementary 
and comparative study is report in [39], which utilises support vector 
machines and decision trees to predict the performance of LiB cells given 
the same physical characteristics. 

While most of the aforementioned studies have been dedicated to the 
electrode mixing process, there are research conducted to address other 
LiB manufacturing steps such as calendering and electrolyte assembly. 
Electrolyte mass effect on cell energy capacity is studied via CRISP-DM 
methodology in [40] and investigated via decision trees, support vector 
machines and neural networks in [41]. In [42] a combination of 
experimental results, in silico generation of electrode mesostructures 
and machine learning are used to link the calendaring step parameters 
and electrode properties. [43] suggests statistical methods such as 
principal component analysis to quantify the importance of the pa-
rameters of cathode calendaring on the electrode conductivity. Similar 
approach is addressed by [37] to select the best variables for heteroge-
neity prediction. 

Although the above-mentioned research has adopted the data-driven 
strategies to address the issues of battery manufacturing optimisation 
and forecast product properties, several limitations are not yet dis-
cussed. In fact, most of the previous studies on the coating processes are 
only dedicated to the cathode of LiBs [34–41, 44] and a comprehensive 
analysis of both electrodes, cathode and anode is still required. 
Furthermore, the literature reviews confirm that the previous studies 
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have been focusing on either the intermediate [42, 41, 11] or the final 
products [44, 22, 23] and a thorough analysis from the manufacturing 
parameters to intermediate and final products characteristics is rare. 
Covering this research gap has been the main motivation for the present 
study. 

The objective of this paper is to study the relationship between the 
manufacturing control parameters, the intermediate product charac-
teristics, and the final cell performance in relation to both cathode and 
anode. In order to elevate the existing challenges of investigations raised 
due to try-and-error approaches, this research is taking the advantage of 
systematic design of experiments approach and ML techniques as a 
branch of artificial intelligence (AI). 

This study pursues two goals via the application of DoE and ML 
techniques. First quantifying the predictability of products’ character-
istics given the manufacturing and control variables and second, per-
forming correlation, feature ranking, feature contribution and model 
interpretation analysis. This study is considered novel compared to the 
previous ones as it (1) addresses both electrodes, (2) considers interest 
factors from initial, intermediate, and final manufacturing steps, (3) 
quantifies interconnections both in between control parameters and in 
between control-response parameters and (4) offers comprehensive 
feature analysis and ML model interpretations. In particular the contri-
butions of the study are: 

• proposing a systematic design of experiments for obtaining repre-
sentative data for modelling purposes  

• quantifying the effect of the coating process parameters on the 
quality of both electrodes and explicitly on the half-cell performance 

• revealing the interconnections between manufacturing control pa-
rameters and variables  

• interpretation of the ML models performance when correlating the 
control and response variables 

The following steps have been taken to achieve the objectives: 
1) A systematic design of experiments is conducted based on 

screening tests, correlation analysis, interconnection evaluations and 
fractional factorial saturated approach. Here, manufacturing parameters 
of coating speed, coating gap (comma bar gap), coating ratio, drying air 
speed, and drying temperature are considered as the interested feature 
factors, while cathode and anode thickness, active material mass 
loading, porosity, and the associated half-cell energy capacity are taken 
as the interest characteristics. 

2) Machine learning models are trained, validated, and tested to 
forecast both positive and negative electrode and half-cell characteris-
tics. Two advanced ML models of gradient boosted decision trees (GBT) 
and random forest are developed and compared via various indices. 

3) The importance and contribution of each interest factor is calcu-
lated based on the final product’s quality via representative indices of 
mean decrease in impurity (MDI) [45] and Shapely values [46] in 

connection with the ML models. 
The framework of this study is given in the Fig. 1. The flow chart 

shows the structure of the research and where the DoE and ML algo-
rithms stand in the concept of battery manufacturing optimisation. Ac-
cording to this framework the purpose is to provide feedbacks and 
improvements for either the manufacturing line for battery production, 
or to the design of experiment experts for analysis of the production 
processes during research and development. This framework is 
following the CHAIN (Cyber Hierarchy and Interactional Network) 
framework [47]. This framework is enabling digital solutions for design, 
optimisation, and management of Li-ion battery manufacturing pro-
cesses. It could accelerate the industry focusing on building a high 
performance, and low-cost LiBs. 

The structure of this paper is as follows. In Section 2 the experimental 
studies are given, the electrode manufacturing processes, and the ex-
periments design are explained. Data generation and collection pro-
cedures are briefed in Section 3 and machine learning models are 
developed to predict the electrode properties. Results, and analysis such 
as performance comparisons in between various models, feature 
importance, and feature contributions are given in Section 4. Finally, 
Section 5 summarises and concludes the findings. 

2. Experimental studies 

2.1. Electrode manufacture, anode and cathode 

Fig. 2 visualises the main processes of the battery manufacturing 
chain. The process starts with selecting the material and continues with 
mixing those in a controlled environment to form a slurry. Then the 
slurry is placed on the electrode foils and goes for drying and calen-
daring. At the next step the electrodes are cut and then the cells are 
assembled and filled with the electrolyte. The final step is formation, 
testing, and characterisation of manufactured cells in various loading, 
charging, and discharging conditions. Further details of the LiB pro-
duction processes are given in [8, 26]. 

The anode formulation used in this study was: 95.25% active 
material-graphite (S360-E3 graphite, BTR), 1% conductive additive- 
C45 (Imerys), binders- 1.5% carboxy methyl cellulose (BVH8 CMC, 
Ashland) and 2.25% styrene-butadiene rubber (BM-451B SBR, Zeon). 
The dry components (graphite, C45, CMC) were first mixed together, 
then water was added to reach 58% solid content during the kneading 
stage, then added again in the dilution stage for reaching 46% solid 
content in the final slurry. The SBR solution was added last and mixed in 
at a low speed. 

For cathode, 96% of NMC (nickel manganese cobalt oxide) was used 
in addition to a 2% conductive additive of carbon black (C65) and 2% of 
polyvinylidene binder. The process was similar to anode but with N- 
methyl pyrrolidinone as solvent to achieve the 77% solid content in the 
first and then to 67% at the second step. 

Fig. 1. Framework of this study.  
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The slurry was used to coat a 10 (um) Copper foil for anode and a 15 
(um) Aluminium foil for cathode. This was performed via DÜRR Magtec 
pilot-line-scale coating machine which uses the roll-to-roll technology 
for material deposition. The material fills a reservoir that is created by 
the precision chrome roll and the comma bar of the machine and then 
released onto the foils. The drying was conducted in a controlled envi-
ronment inside a roll supported 3-zone thermal dryer where the tem-
perature and air speed were both set manually by an operator. 
Calendaring was performed inside a R&D calendaring machine from 
Innovative Machine Corporation with consistent settings for all experi-
ments to keep focus on coating process and avoid introducing further 
uncertainties. Also, in order to minimise the residual moisture, the 
electrode rolls were further dried in a Binder vacuum furnace at 120 ◦C 
for another 12 h. 

The comma bar coating technology and slurry transfer is shown for 
anode and cathode in Fig. 3. Based on each electrode obtained after the 
calendaring process, three half-coin cells (size 2023) were assembled. 
During cathode manufacturing the half-cells include a lithium disc as 
negative electrode, and similarly, during anode half-cell manufacturing 
the half-cells include a lithium plate as the positive electrode. It is worth 
mentioning that half-cells were preferred over full cells in order to keep 
the focus on each electrode individually for a comprehensive analysis. 

The cells went for formation cycles at C/5 and then get tested in the 
room temperature, 25 ◦C via a commercial cycler, Maccor™, under C/20 
discharge current. This particular Crate was preferred as it discharges 
the cell quite slowly and helps the cell reveals its electrochemical 
characteristics in the long term. 

2.2. Systematic design of experiments 

In order to perform a comprehensive analysis for the optimisation of 
the cathode and anode manufacturing, a rich data set covering the 
practical ranges and limits of each control parameter was necessary. 
Generally, the equipment for cathode and anode production are 
designed such that a minimum length of the coating (usually 1 m) is 
generated at each run to ensure that sections with desired quality are 
available for cell manufacturing. This requires large amount of material 
and resources and usually is followed by a large material and energy 
waste. Therefore, here a design of experiments (DoEs) approach is used 
to minimise the cost and waste and extract the maximum information 
from each experiment. The systematic DoE of this research starts with a 
selection of control parameters, and then continues with the parameters 
that are recognised to be more significant via correlation analysis. 

In order to design the experiments first a screening design was pro-
moted based on a fractional factorial saturated approach [48]. The 
control parameters as well as their associated minimum and maximum 
levels are reported in Table 1. The limits were decided based on the 
experts’ recommendations and literature [41, 49]. For both of the 
electrodes the control parameters were similar but with different ranges. 

Through the screening run of the experiments, 12 combinations of 
the levels mentioned in the Table 1 were used to perform the coating of 
cathode and anode. For each electrode and its associated key parameters 
(KPs), (active material mass loading, thickness, and porosity), the cor-
relation analysis was performed. The purpose was to quantify the impact 
of each control variable on the one other as well as on the desired KPs. 
The correlation coefficients rX,Y for two variables of X and Y, are 
calculated via the Eq. (1) and recognised as Pearson product-moment 
correlation coefficients [50]. Where, μ is the mean value of each 

Fig. 2. Li-ion battery production processes.  

Fig. 3. a) comma bar coating technology, (a) Anode, (b) Cathode.  
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variable, σ is the standard deviation andEdenotes the expectation. 

rX,Y =
E[(X − μX)(Y − μY)]

σXσY
(1) 

The coefficients are a value within [0, 1] and could be positive or 
negative. A positive (negative) correlation, r, means that the two vari-
ables, X and Y are directly (inversely) connected, i.e., an increase in one 
variable is associated with an increase (decrease) of the other one. While 
a value of the coefficient significantly different with zero confirms a 
strong relationship between the two variables, the values close to zero 
mean that there is not sufficient evidence that there is a significant linear 
correlation between variables. 

For each correlation coefficient a p-value is also calculated within a P 
matrix, the p-value is the probability that the ‘Null Hypothesis’ is true. 
Here the null hypothesis is no relationship between the two variables of 
coating process [51]. P-values are used to validate the correlation 
analysis and provide insights about the generalisation of the results from 
sample to population [52]. P-value is a number between 0 and 1. If a 
non-diagonal elements in P matrix is smaller than a threshold, α, then 
the correlation is considered significant. 

Fig. 4 shows the correlation coefficient and p-value matrices for 

cathode and anode manufacturing parameters. 
According to Fig. 4, for both cathode and anode, the 5 control vari-

ables have correlation coefficients all below 0.1 with associated p-values 
all close to 1. This means that the variables are fairly independent and 
there is no evidence available for significant correlation. This implies 
that the five mentioned control variables are all are worth to be studied 
in an optimised manufacturing process and need to be measured indi-
vidually during screening runs. 

While Fig. 4 is about the correlation in between the control variables 
themselves, Fig. 5 shows the correlation coefficients and p-values be-
tween control and response variables. For cathode, Fig. 5(a) and (b), 
comma bar gap is showing high correlation coefficients with coating 
weight and thickness. Both coefficients are positive which confirm an 
increase in those variables will increase the mass loading and thickness. 
For porosity, comma bar gap and web speed are having larger correla-
tion coefficients. While coating ratio is correlated positively, comma bar 
gap and web speed are negatively related. 

Considering the p-values, the correlations of three response variables 
with comma bar gap, web speed and coating ratio are statistically sig-
nificant with the small p-values. The correlation coefficients related to 
the temperature and airspeed are small and their related p-values are 
quite large. Therefore, in total there is not enough evidence that they are 
statistically significant. 

The correlation coefficients of anode, Fig. 5(c) and (d), are smaller 
than those for cathode. Another difference between anode and cathode 
data is the correlation coefficient direction between temperature and 
electrode characteristics. For cathode, the correlation coefficients be-
tween temperature and all three KPs is negative, while for anode it is 
positive with the coating thickness and porosity. 

Based on the findings from the abovementioned correlation analysis, 
a second DoE is performed to further focus on significant factors. the 
relation between the two Does is clarified in Fig. 1. For cathode the three 
control parameters of comma bar gap, coating ratio and web speed were 
recognised to be important based on the higher values of the correlation 

Table 1 
Experiments for the screening DoE.  

Parameters 
and levels 

Comma 
bar gap 
(um) 

Web 
speed 
(m/ 
min) 

Temperature 
( ◦C) 

Air 
speed 
(m/s) 

Coating 
ratio (%) 

Cathode 
(min) 

80 0.5 85 5 110 

Cathode 
(max) 

140 1.5 110 15 150 

Anode (min) 100 0.5 45 5 110 
Anode (max) 190 1.5 60 15 150  

Fig. 4. Correlation analysis in between control variables. (a) Cathode correlation coefficients, (b) Anode correlation coefficients, (c) Cathode p-values, (d) Anode 
p-values. 
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coefficients and p-values smaller than the threshold α = 0.2. This 
threshold is selected as a compromise between the number of variables 
with statistically significant correlations and the availability of the re-
sources to run experiments and measure the variables. For anode the 
important parameters are then limited to comma bar gap and coating 
ratio as other p-values are larger than the threshold of 0.2. unlike 
cathode, the web speed is not taken to the second DoE as the correlation 
coefficient is small and p-value is rather large compared to the 
threshold. For further details about the correlation analysis for the data 
of this study refer to [38]. 

The second DoE was designed based on a response surface method-
ology (RSM) [53]. This RSM consisted of a Box-Wilson composite design 
(CCD) with 5 levels for each of the main control variables [54]. Although 
there are different available experimental designs [55], Box-Wilson CCD 
has been preferred due to a number of reasons. It presents a good bal-
ance between the number of experimental runs and the statistical power, 
it suggests a more stable variance with 5 levels, and thus is more suited 
to this manufacturing study due to the intrinsic variability of the ex-
periments and non-repeatability of those. The levels of the DoE are given 
in the Tables 2 and 3 for the cathode and anode respectively. The DoE 
space volume and surface is depicted in Fig. 6 which show how DoE 
points fill the parameter space uniformly and comprehensively. 

3. Data preperation and analysis 

3.1. Quantifying the interest factors 

This study considers the coating step parameters and the electrode 
physical characteristics as interest factors. The interest factors are 
selected based on the literature [41, 38, 39] and the experts view about 
their impact on electrode and cell characteristics. The manufacturing 
factors are, (1) Comma bar gap (um), which is the gap between the 
comma bar and the substrates of the coating machine. (2) Coating speed 
(m/min) also called the web and line speed, which is the speed of the 
coating line and defines the dragging speed of the foil. (3) Coating ratio 
(%), which is the ratio of the chrome roll speed to the backing roll speed 
of the machine. Backing roll is the same as bump roll supporting the foil 
when the material was transferred to it. These three factors affect the 
amount of slurry that is deposited onto the electrode foils (current col-
lectors) that subsequently defines the electrode thickness, mass loading 
and eventually the final cells’ characteristics. Other interest factors are 
related to the drying step of the electrode manufacturing, they are (4) 
Air speed (m/s) which is the air flow of the dryer and (5) Temperature ( 
◦C) which is the temperature of the dryer. Although, there are other 

factors such as the ambient or drying equipment humidity but consid-
ering the limitations of the resources and the experts view, they were 
identified to stand at a lower priority compared to the ones already 
considered. 

For each piece of the coated foils and the electrodes obtained after 
calendaring, three characteristics were measured. (1) Coating weight, or 
so-called active material mass loading (g/m2), which was measured in 
real-time using two ultrasonic weight/thickness gauges (MeSys GmbH) 
positioned so the first scanned across the wet coating before entering the 
dryer, while the second one scanned across the dry coating, before 
rewinding it on the roll. (2) Coating Thickness (um), which was 
measured by a digital micrometre, Mitutoyo, with the accuracy of about 
1 um. (3) Coating Porosity (%), which was calculated as a ratio of 
coating weight (g) to the coating thickness and its density. 

It is worth mentioning that, since the data of this study were 
generated from the pilot scale battery manufacturing lines at WMG 
University of Warwick, the volume of data was directly manageable 
within the conventional data storage units of the computers. The data 
were stored in the form of tables within Excel and MATLAB without 
further requirements for data storage facilities. 

3.2. Data preparation 

The active material mass loading, thickness and porosity values that 
are collected during experimental runs as well as the cell energy capacity 
data are not necessarily in their best format for analysis and modelling 
activities and data preparation and curation is necessary. The mass 
loading recorded by the equipment includes data points related to bare 
foil as well as other deflections such as missing points and outliers that 
might affect the predictability of models. Beside the missing values, the 
outliers are also an issue specially with the measured thickness and cell 
capacity that are performed by operators in the lab. 

To prepare the data for in-depth analysis, first they are cleaned from 
outliers. Outliers are considered to be data points away from median of 
all the records at the same experiment for at least three times. Secondly, 
the data are trimmed to only include the sections that are considerably 
higher in uniformity and consistency with a chance to be used for the 
next step of the cell assembly. Finally, the missing values are managed 
by replacing those with the median of all data of the same record. The 
output of these steps is a clean and efficient data set with 32 full elec-
trode samples for cathode and 25 full electrode samples for anode, Ex-
amples of pre- and post-processed electrode samples mass loading data 
are given in Fig. 7. 

From each electrode sheet, the features of mass loading, thickness, 

Fig. 5. Correlation analysis between control variables and KPs, correlation coefficients cathode (a), p-values cathode (b), correlation coefficient anode (c), p-values 
anode (d). 

Table 2 
Experiments for the CCD DoE for cathode.  

Experiment number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Comma bar gap (um) 128 110 80 110 110 128 92 92 110 92 110 140 110 92 110 110 128 110 128 110 
Web speed (m/min) 0.7 1.0 1.0 1.5 1.0 0.7 1.3 0.7 1.0 0.7 1.0 1.0 1.0 1.3 1.0 1.0 1.3 0.5 1.3 1.0 
Coating ratio (%) 142 130 130 130 110 118 142 142 130 118 130 130 130 118 150 130 118 130 142 130  
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porosity, and cell capacity are extracted for the next step analysis. Per 
sheet, 3 discs are cut and therefore 3 mass loading values, 3 thickness 
values, and 3 capacity values, are obtained by measurements. The total 
size of data is 96 cathode-related, and 75 anode-related electrode and 
half-cell data. 

3.3. Modelling by machine learning 

The three coating process factors of comma bar gap, coating speed 
and coating ratio are used as inputs to a machine learning model in order 
to predict the quality of the manufactured electrodes in the form of its 
active material mass loading, thickness, and porosity as well as the 
performance of the manufactured half-cell in terms of C/20 capacity. 
Considering the fact that porosity is a feature directly calculated based 
on the thickness and mass loading, the model has only three outputs of 
mass loading, thickness, and capacity. 

Here the gradient boosted trees model has been the model of choice. 
The model is selected as it is based on a gradient boosting framework for 
machine learning and built upon the decision tree algorithm. It is a 

powerful technique for prediction, ranking and decision making due to 
combining a large number of decision trees to reduce the risk of over-
fitting. Successful implementation of this model for similar prediction 
problems of LiBs has been reported in [31, 18, 56]. 

GBT algorithm utilises gradient boosting method to combine the 
individual DTs. In fact, DTs or so-called weak learners are connected 
sequentially to form a strong learner, F. 

Given the training samples of {yi, xi}, i = 1, …, N, where xi is the 
input and yi is the response or output, the purpose is to find a learner, F* 
(x) as in (2), which minimises a cost function of ψ (y, F(x)). 

F ∗ (x) = argmin
F(x)

Ey,x[ψ(y,F(x))] (2)  

Boosting technique of GBT method helps to approximate the strong 
learner by an additive expansion of weak learners defined by (3). 

h
(

x, {Rlm}L
1
, ylm

)
=

∑L

l=1
ylm1(x ∈ Rlm) (3) 

Table 3 
Experiments for the CCD DoE for anode.  

Experiment number 1 2 3 4 5 6 7 8 9 10 11 12 13 

Comma bar gap (um) 145 145 113 145 145 190 145 177 113 145 177 145 100 
Coating ratio (%) 130 150 144 110 130 130 130 116 116 130 144 130 130  

Fig. 6. Graphical representation of the CCD experimental design for (a) Cathode and (b) Anode.  

Fig. 7. Data Preparation, (a) pre-processed and (b) post-processed coating mass loading.  
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The learners are L-terminal node trees in this study, and form the 
strong learner in the following form: 

F ∗ (x) =
∑M

m=0
βmh

(
x, {Rlm}L

1
, ylm

)
=

∑M

m=0

∑L

l=1
βmylm1(x ∈ Rlm) (4)  

where each weak learner is indexed by m, and weighted by an expansion 
coefficient,βm.{Rlm}L

1
are L-disjoint regions andylmis the corresponding 

split points determined by the mth tree. 
Each weak leaner tries to minimize the error of the previous tree. 

Then the results are aggregated by the final model. In order to get the 
error or residuals of each weak learner a cost function is used which is 
the mean squared error function in here. To estimate the strong learner a 
stepwise method is necessary. The method starts with an initial condi-
tion F0(x), then the pseudo residuals for each tree is obtained by (5). 

ỹim = −

(
δψ(yi,F(xi))

δF(xi)

)

F(x)=Fm− 1(x)
(5)  

In order to get each region{Rlm}L
1
, the mth tree is estimated by the 

sample set of{ỹi,xi}N
1
,then the loss function optimisation is carried on by 

definingβmylm = γlmaccording to: 

γlm = argmin
γ

∑

xi∈Rlm

ψ(yi,Fm− 1(xi)+ γ). (6)  

Finally, the strong learner is updated following (7), 

Fm(x) = Fm− 1(x) + η⋅γlm1(x ∈ Rlm) (7)  

whereη ∈ (0, 1)is a parameter that controls the amount of information 
used for estimating a new tree [57, 58]. 

In order to evaluate the capability of the designed GBT model in 
predicting the response for unseen data, the models need to be experi-
mentally tested and validated. It is worth to highlight that generally 
there exists two ways to validate the developed models, Offline and 
Realtime. 

The offline validation is where the data are separated to train, vali-
dation and test and then used to verify the predictability of response 
variables through the models. The second way is the Realtime valida-
tion, where models need to be implemented within the lab by appro-
priate hardware and processors. Via this implementation they can 
provide feedbacks in Realtime to the manufacturing run and therefore 
the experimental run output and the difference with the model pre-
dictions can provide a measure for accuracy and validity. This study 
considers the offline approach as the current battery manufacturing 
technology lacks the suitable actuators to provide commands to the line 
in Realtime. 

Here to make most out of the available data for validation and test, 
the cross validation (CV) approach is utilised. CV is based on resampling 
procedure and very suitable for dealing with limited data samples, it 
results in less biased estimations and avoids the unnecessary optimism 
[59]. In CV the data are first split into K different, non-overlapping 
groups. K is considered as a design parameter of this procedure and 
the method is called K-fold CV as well. 1 out of K groups is taken as 
hold-out or test data, while the rest of the K-1 groups are used during the 
training of the model, during the training and test processes, the data 
stay in their groups. Then, to give all data the possibility of being 
considered once for training and once for testing, the data are then 
shuffled and regrouped into K new ones. This procedure is repeated for K 
times. For K-1 groups first the model is trained and then is tested on the 
last remaining group. The performance of the model on the test data is 
then recorded in the form of an accuracy score. All scores of the K runs 
are then summarised into an average and a standard deviation value. 
Obviously, as during the CV each sample goes for test at least once, all 
the samples have contributed to the final accuracy matrices but only 

when they have had the test data role. 
The value of design parameter K is selected such that the training and 

testing data are large enough to statistically represent the whole samples 
[60]. For this study, K is selected to be 5 which means that the data are 
split into 5 groups for 5 runs and during each run, 80% of data samples 
are used for training and the 20% of the samples are used for validation 
and testing. 

4. Results and discussions 

In order to visualise the data set of comma bar gap and coating ratio 
in relation with the structural features of the anode, Fig. 8 is depicted for 
an average of three electrode discs. Evidently an increase in the comma 
bar gap and coating ratio results in increased weight and thickness of the 
anode. Obviously, this is physically explainable as larger gaps allow a 
higher weight of slurry to be transferred onto the foil surface. The 
behaviour of porosity is almost the same as thickness at high and low 
comma bar gaps and coating ratios. However, it shows a slight reduction 
in the medium values of the two parameters. 

Having comma bar gap, web speed and coating ratio, the distribution 
of cathode properties is depicted in the Fig. 9. As the data are 4 
dimensional, a colour bar is used to visualise them. 

As Fig. 9 suggests that a larger value of comma bar gap and coating 
ratio result higher cathode coating weights which is due to the larger 
amount of material that is deposited on the foil surface. Unlike the 
comma bar gap and coating ratio, web speed is a less affecting factor for 
active material mass loading. 

Higher coating ratio and comma bar gap levels along with the slow 
speed of coating result thicker electrode as all let larger amount of 
material to sit on the coating surface. The relationship between the 
comma bar gap, coating ratio and web speed with porosity are different 
to that of coating weight or thickness. Higher comma bar gap, faster 
coating and lower coating ratio all reduce porosity as more open pores 
are left on the surface. Although Figs. 8 and 9 partly help to understand 
the effect of manufacturing parameters on the electrode and cell char-
acteristics thanks to the DoEs, but still quantifying the impact of those on 
the electrode and cell quality is necessary and only achievable via 
advanced ML techniques in the next upcoming sections. 

4.1. Predictability 

In what follows, the predictability of the electrode features given the 
manufacturing variables is investigated. Porosity is not considered as a 
target for prediction as it has been calculated based on the physical 
measurements of mass loading and thickness. The main model of this 
section is the gradient boosted trees, and the results are also compared 
with a second machine learning algorithm, random forest. Random 
forest is an algorithm also based on decision trees and utilises a method 
called bagging, which is combining various decision trees to create an 
ensemble. It combines trees in parallel and involves bootstrap sampling 
[61, 62] as well. Although the two methods are using similar weak 
learners, the method of aggregating them is quite different which make 
them worth to be investigated for this data set. To obtain conclusive 
results all models are evaluated for a minimum of 10 independent runs 
and the indices are averaged. 

Fig. 10 and Table 4, summarise the prediction accuracies for the two 
methods. To quantify the accuracy, four indices are used. R2, referred as 
the coefficient of determination, mean squared error (MSE), root mean 
squared error (RMSE) and mean absolute error (MAE). R2 shows the 
proportionate amount of variation in the electrode or cell characteristic 
that has been explained by the manufacturing control variables. The 
closer the R2 to 1, and the smaller the RMSE the more representative the 
models. All the accuracy metrices are calculated only over the test data 
fold during the CV. Obviously, as during the CV each sample goes for test 
at least once, all the samples have contributed to the final accuracy 
matrices. In other words, during each run of CV, the accuracy metrices 
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Fig. 8. distribution of manufacturing parameters with relation to (a) dry mass loading, (b) coating thickness, (c) Coating porosity of Anode.  

Fig. 9. distribution of manufacturing parameters with relation to (a) dry mass loading, (b) coating thickness, (c) Coating porosity of Cathode.  

Fig. 10. Prediction results for the Cathode characteristics.  
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are calculated for the test fold, and then the results of all runs are 
collected to report a mean and std of the metrices. 

According to them, via GBT, the mass loading of the electrode is 
predictable with an accuracy of 0.915 in terms of R2, 7.716 (g/m2) in 
terms of the average root mean squared error (RMSE) and 2.822 (g/m2) 
as the standard deviation of the RMSE. Fig. 10 (a-1) and (b-1) show the 
distribution of the measured and predicted active material mass loading. 
Considering the average value of cathode mass loading, the mean and 
standard deviation of the prediction RMSE is 4.23% and 1.55% 
respectively. 

Similar results are depicted for thickness in Fig. 10 (a-2) and (b-2) 
with 0.786 R2 and 4.922 (um) RMSE. In this case the RMSE mean and 
standard deviation are 6.59% and 2.57% respectively. 

Fig. 10 (a-3) and (b-3) depict the distribution of the cathode half-cell 
capacity data and the predicted values. The capacity is predicted by 
0.737 R2, and 0.419 (mAh) of average RMSE. The mean and standard 
deviation of the prediction error are 8.72% and 4.10% respectively. 

For the random forest model, the accuracy of prediction for all three 
outputs is slightly behind the GBTs. Furthermore, the standard deviation 
of multiple runs is much higher in RF compared to GBTs. This is believed 
to be due to the capability of GBTs in better dealing with unbalanced 
data intrinsically [58]. 

The results of the predictive models for anode are plotted on Fig. 11, 
and right section of Table 4. Compared to the cathode, the anode mass 
loading, thickness, and capacity are showing slightly lower predict-
ability. The distribution of predicted and real anode active material mass 

Table 4 
Prediction indices for random forest and light gradient boosting tree for Cathode and Anode characteristics.  

Cathode 
Model GBT RF 
Index (Mean, std) R2 RMSE MAE MSE R2 RMSE MAE MSE 

Mass loading (g/m2) 0.915 (0.070) 7.716 (2.822) 5.37 (1.951) 63.39 (54.72) 0.856 (0.102) 12.72 (5.163) 9.61(2.482) 150.32 (93.02) 
Thickness (um) 0.786 (0.168) 4.922 (1.917) 4.035 (1.02) 34.453 (22.13) 0.771 (0.157) 6.418 (2.113) 4.793 (1.53) 48.282 (38.23) 
Capacity (mAh) 0.767 (0.176) 0.387 (0.140) 0.283 (0.09) 0.139 (0.082) 0.756 (0.160) 0.403 (0.162) 0.345 (0.113) 0.187 (0.161) 
Anode 
Model GBT RF 
Index (Mean, std) R2 RMSE MAE MSE R2 RMSE MAE MSE 
Mass loading (g/m2) 0.835 (0.161) 8.863 (4.069) 5.912 (3.05) 101.48 (86.71) 0.819 (0.186) 9.186 (4.564) 9.076 (4.730) 120.83 (130.84) 
Thickness (um) 0.783 (0.152) 8.293 (2.851) 6.042 (2.11) 67.66 (55.34) 0.751 (0.184) 8.990 (3.579) 7.168 (3.89) 97.09 (84.03) 
Capacity (mAh) 0.735 (0.257) 0.469 (0.143) 0.291 (0.12) 0.204 ()0.107 0.726 (0.225) 0.448 (0.135) 0.421 (0.148) 0.212 (0.133)  

Fig. 11. Prediction results for the Anode characteristics.  
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loading data is given in Fig. 11 (a-1) and (b-1), the mass loading is 
predictable with 0.835 R2, and 8.863 (g/m2) RMSE. This error is 
translated to be 7.82% with a standard deviation of 3.59% to the average 
mass loading. 

The R2 and RMSE for anode thickness are 0.783 and 8.293 (um), the 
predictability is visualized in Figs. 11 (a-2) and (b-2) and quantified to 
be 8.02% mean RMSE with 2.76% standard deviation. For Anode half- 
cell capacity the GBT provides results with an R2 of 0.745 and 0.399 
(mAh). The RMSE mean and standard deviation are 8.91% and 2.72% 
respectively. Similar to the cathode, RF is also slightly behind the GBT in 
terms of performance indices and their standard deviation. 

The RMSE values normalised to the average data of the same type are 
reported in Table 5. 

For all cases cathode is higher predictable than anode, and the 
standard deviation of the indices are higher for electrode characteristics 
and lower for capacity of anode. Considering all three characteristics the 
prediction accuracy for cathode is 93.48% and for anode is 91.75% by 
average. 

4.2. Factor analysis 

To obtain a deep understanding of the effect of control factors on the 
intermediate and the final products’ quality, a factor (feature) contri-
bution and factor importance analysis is necessary. 

For a conventional and traditional factor contribution and impor-
tance analysis, it is necessary to only have a single factor changing from 
one experiment to another, so that its effect on the response variables 
can be determined. This approach is not applicable to data sets with 
having more than one factor changing in each run. The experiments in 
this study have been designed such that the most representative data 
points are driven with minimum number of experiments to reduce the 
material waste, experiment time, required energy as well as resources. 
This has resulted a combination of levels for control factors of comma 
bar gap, web speed, and coating ratio where in a single experiment more 
than one factor is different with the other experiments. In order to 
perform the contribution and importance analysis for the data of this 
DoE approach, machine learning models are utilized in connection with 
two representative indices of shapely [63, 46] and mean decrease in 
impurity [45, 64]. 

The contribution of each of the control variables on the physical 
characteristics of the electrodes, or electrochemical features of Li-ion 
half-cells are very exclusive. It was previously shown in Fig. 4 that the 
factors correlate with the characteristics quite differently. In order to 
quantify this contribution, the GBT model is trained to obtain Shapely 
values [63, 46]. 

Shapley values indicate how each feature is contributing to the 
overall prediction of the response variables, here electrode and half-cell 
characteristic. Shapely equation is as (8). 

φi(v) =
1
|N|

∑

S⫅N\{i}

(
|N| − 1
|S|

)− 1

(v(S ∪ {i}) − v(S)) (8) 

In this equation, N is the total number of factors and S is a subset of 
all factors. v indicates the value of each subset andφi(v)is the Shapely 
value. 

In order to calculate the Shapely values for factor i (comma bar gap, 
web speed, coating ratio), first that factor is excluded from the group of 
factors, then all the possible subsets of factors without factor i is for-

med,S⫅N\{i}Then next step, the marginal value of adding a factor to the 
prediction problem is calculated via the term at the right-hand side of 
(8). The summation of marginal values considering the permutations of 
each subset size that can be generated out of all remaining factors 
excluding the factor i is then obtained. This summation when scaled to 
the number of all factors provides the final shapely value of that factor. 

The Figs. 12 and 13 are the contribution of each factor for each in-
dividual characteristics of mass loading and thickness of the anode and 
cathode respectively. 

For completeness, the normal distribution of the contributions is also 
included locally in the group of data with the same value. The distri-
bution graphs of the values perform as a confidence bound for the 
calculated contributions. Each distribution graph is accompanied with a 
mean value of the shapely values, the dashed lines, the colour bar is used 
to distinguish the predicted characteristic’s data points based on their 
value for a better overview, as well. The graphs are in fact the first order 
contribution of factors to the characteristics of the electrode and half- 
cells. Within this context, a direct (inverse) contribution means that 
an increase in the factor leads to an increase (decrease) in the response 
variable. 

According to Fig. 12 and considering the dashed lines of the average 
contribution values, it is evident that for anode case study, the contri-
bution of comma bar gap to active material mass loading and thickness is 
a plateau at lower values and then becomes fairly linear for higher 
values, Fig. 12 (a-1) and (b-1). In fact, lower comma bar gap values have 
a negative shapely value for the predicted mass loading and thickness, 
and the distribution of samples with the same measured value is fairly in 
the negative region as well. For comma bar gap values larger than 110 
(um) the plateau shape turns into a linear contribution and after 177 
(um) the shapely values become positive for both predicted 
characteristics. 

The contribution of coating ratio to mass loading and thickness starts 
with a plateau at lower coating ratio levels and changes to an almost 
exponential behaviour after 120 (%). Considering the trend of the 
shapely values, comma bar gap and coating ratio both contribute 
directly to the thickness and mass loading of anode which means an 
increase in the mentioned factors would be associated with an increase 
in the response and the shape of this relation is either plateau, linear, or 
exponential with range of control variables. 

For cathode the contribution of comma bar gap to the mass loading 
and thickness is direct and fairly linear for the whole range, Fig. 13 (a-1), 
(b-1), (a-2) and (b-2). For the comma bar gaps larger than 128 (um) and 
the shapely value sign changes from negative to positive. For coating 
ratio, Fig. 13 (a-3) and (b-3), the contribution is direct but with expo-
nential behaviour, which the positive shapely values after 130 (%). 

Unlike the first two factors, for web speed the contribution values are 
spread in a wider range and show higher variance, Fig. 13 (a-2) and (b- 
2). The contribution of web speed to the value of mass loading and 
thickness of the cathode is inverse which means that an increase in web 
speed reduces the mass loading and thickness of the cathode. According 
to the figures, the lower web speed levels have positive shapely values 
for both thickness and mass loading, and the opposite is the case for 
higher web speed values. 

The contribution graphs for anode and cathode half-cell capacity are 
given in Figs. 14 and 15. 

According to Figs. 14 and 15, the comma bar gap and coating ratio 
are contributing linearly and directly to the cathode half-cell capacity 
values. The contribution of web speed, Fig. 15 (a-2) is also fairly linear 
but inverse. This means that an increase in the comma bar gap or coating 
ratio, or a decrease in web speed would lead to cathode half-cells with 
higher energy capacity. For anode half-cells, while the contribution of 
comma bar gap and coating ratio are both direct, the comma bar gap is 
linearly contributing to capacity levels compared to coating ratio, which 
is showing plateaus at very low or very high values, Fig. 14 (a-1), (a-2). 

In what follows, feature (factor) importance analysis is performed. 
This analysis helps to quantify the strength of the relationship between 

Table 5 
RMSE Normalised to the average data of the same type.  

Electrode Cathode Anode 
RMSE normalised Mean Std Mean Std 

Mass loading (%) 4.23 1.55 7.82 3.59 
Thickness (%) 6.59 2.57 8.02 2.76 
Capacity (%) 8.72 4.10 8.91 2.72  
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Fig. 12. Contribution results for Anode, (a-1) comma bar gap for mass loading, (b-1) Comma bar gap for thickness, (a-2) Coating Ratio for mass loading, (b-2) 
Coating ratio for Thickness. 

Fig. 13. Contribution results for Cathode, (a-1) comma bar gap for mass loading, (a-2) web speed for mass loading, (a-3) coating Ratio for mass Loading, (b-1) 
comma bar gap for thickness, (b-2) web speed for thickness (b-3) Coating Ratio for Thickness. 
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the manufacturing control parameters and the electrode characteristics 
as well as their associated half-cells. It helps the control parameters to be 
ranked and compared in order to make the key decisions. 

In order to perform the feature importance analysis, the mean 
decrease in impurity index [45, 64] has been used in association with the 
GBT model. In each individual tree of the GBT model, each node splits 
the data from its parent node based on the information provided by a 
feature that improves the MDI to the highest amount. The final feature 
importance is obtained as the sum of the impurity improvements of the 
nodes using that specific feature [45, 64]. The feature importance charts 
are plotted as in Fig. 16 for the cathode, Fig. 17 for anode electrode and 
in Fig. 18 for both half-cell capacity. 

This importance charts are highlighting the average of the scores for 
10 runs of the GBT model and are reported as normalized values for a 

better overview. As the Fig. 16 suggests, comma bar gap and coating 
ratio have much higher impact compared to the web speed for both mass 
loading and thickness of the cathode. Web speed has slightly higher 
score for thickness than mass loading in this case. Similarly, for anode 
the comma bar gap is a more important feature that coating ratio for 
both characteristics, Fig. 17. 

For the capacity of cathode half-cells, Fig. 18, the comma bar gap is 
the dominant feature, and similar case applies to anode half-cell. 
Furthermore, for anode the score of comma bar gap is much higher 
than that for cathode half-cell. The importance scores for characteristics 
are summarised in Tables 6 and 7 for the cathode and anode 
respectively. 

The analysis reveals the relative scores which highlight the features 
with most, or least relevancy to the target variable. For the electrode 

Fig. 14. Contribution results for anode half-cell capacity, (a-1) Comma bar gap, (a-2) Coating ratio.  

Fig. 15. Contribution results for cathode half-cell capacity, (a-1) comma bar gap, (a-2) web speed, (a-3) coating Ratio.  

Fig. 16. Feature importance for Cathode, (a) Mass Loading, (b) Thickness.  
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manufacturing while the importance of comma bar gap is quite obvious, 
the importance of the other control parameters could be used as a basis 
to refine the levels for an efficient design of experiments in order to 
gather representative data for further modelling activities. 

5. Conclusions 

This study has focused on improving battery manufacturing pro-
cesses via systematic design, analysis, and advanced machine learning 
approaches. It starts by proposing an efficient design of experiments for 
generating representative data during the manufacturing process of the 
electrodes and Li-ion cells. The 2-stage DoE helps to cover the space of 
the variables without extensive efforts for running a large number of 
tests. The study then continues with developing machine learning 
models, including gradient boosted trees and random forests to quantify 
the effect of key control parameters on the intermediate and final 
products. Unlike the traditional methods the importance and contribu-
tion analysis do not require only a single factor to change within the 
experiments but are applicable to more representative DoEs with more 
than one factor changing in each run. 

Via the models, not only the most important factors are identified, 
but their relative scores are also calculated and quantified. The 

characteristics of the electrodes including, mass loading, and thickness 
are concluded to be predictable with an average accuracy of 93.48%. 
The results also show that the cell capacity can be forecasted given the 
manufacturing parameters of comma bar gap, mass loading and coating 
ratio, with an average accuracy of 91.75%. The bootstrapping method as 
well as the cross-validation approach used in this study reduces the risk 
of overfitting and makes the models highly reliable and transformable to 
the similar data sets at volume scale. Therefore, this study is expected to 
provide a methodology for a systematic DoE and data analysis for high 
volume manufacturing. It is also expected to pave the way towards the 
in-situ and online control of battery manufacturing processes. 

Future works in this direction are still in order and amongst those, 
performing an extensive analysis on the other battery manufacturing 
processes such as slurry mixing, and calendaring are the most crucial 
ones. Extending the models and the DoE approach from half-cell to full 
cell manufacturing is another direction worth to be addressed in future 
works. 
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Fig. 17. Feature importance for Anode, (a) Mass Loading, (b) Thickness.  

Fig. 18. Feature importance for (a) Cathode and (b) Anode half-cell Capacity.  

Table 6 
Factor importance (%) for cathode.   

Cathode factors 
Characteristics Comma bar Coating ratio Web speed 

Mass loading 0.6114 0.3741 0.0144 
Thickness 0.5998 0.3804 0.0198 
capacity 0.6129 0.3736 0.0134  

Table 7 
Factor importance (%) for anode .   

Anode factors 
Characteristics Comma bar Coating ratio 

Mass loading 0.7048 0.2952 
Thickness 0.7606 0.2394 
capacity 0.7846 0.2154  
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Appendix 

The hyperparameters of all models have been set via a grid search 
method and optimisation in the ranges provided as the following. The 
list is provided in order to increase the reproducibility of the results. The 
models are implemented in Python 3.0.  

- Random Forest: Number of estimators = [100 1000], Minimum 
samples leaf = [2 5], minimum samples split = 2, Criterion =
[Squared error Absolute error].  

- Gradient boosted tree: Number of leaves = [2 50], Maximum depth 
= − 1, Learning rate = [0.005 0.5], Number of model estimators =
[50 10,000], Sample bin size = [20 100], Minimum child samples =
[1 10], Min child weight = 0.01. 

The data of this study could also be shared upon request and by the 
approval of the funding body. 
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