**Deep learning for the prediction of treatment response in depression**
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**Abstract**

**Background**

Mood disorders are characterized by heterogeneity in severity, symptoms and treatment response. The possibility of selecting the correct therapy on the basis of patient-specific biomarker may be a considerable step towards personalized psychiatry. Machine learning methods are gaining increasing popularity in the medical field. Once trained, the possibility to consider single patients in the analyses instead of whole groups makes them particularly appealing to investigate treatment response. Deep learning, a branch of machine learning, lately gained attention, due to its effectiveness in dealing with large neuroimaging data and to integrate them with clinical, molecular or -omics biomarkers.

**Methods**

In this mini-review, we summarize studies that use deep learning methods to predict response to treatment in depression. We performed a bibliographic search on PUBMED, Google Scholar and Web of Science using the terms “psychiatry”, “mood disorder”, “depression”, “treatment”, “deep learning”, “neural networks”. Only studies considering patients’ datasets are considered.

**Results**

Eight studies met the inclusion criteria. Accuracies in prediction of response to therapy were considerably high in all studies, but results may be not easy to interpret.

**Limitations**

The major limitation for the current studies is the small sample size, which constitutes an issue for machine learning methods

**Conclusions**

Deep learning shows promising results in terms of prediction of treatment response, often outperforming regression methods and reaching accuracies of around 80%. This could be of great help towards personalized medicine. However, more efforts are needed in terms of increasing datasets size and improved interpretability of results.

Mood disorders, as bipolar disorder or depression, present themselves with a great heterogeneity in symptoms severity, as well as in treatment response. In fact, patients with the same categorical diagnosis may respond differently to the same treatment. Indeed, a particular therapy is usually selected following guidelines which are defined on the basis of results obtained and validated at the population level, thus targeted to a generic, ideal patient (Perna et al., 2017). Moreover, a timely diagnosis and accurate treatment are both of paramount importance: it has been demonstrated that the quality of life of patients with depression, in terms of functional impairments, is directly related to the success of the first round of treatment (Trivedi et al., 2013). To date, the selection of a specific treatment is done using a trial-and-error procedure (Trivedi et al., 2006), which does not entirely take advantage of the great number of different and available therapies. Thus, it is clear how an objective method to identify the most suitable therapeutic intervention would be extremely beneficial. Therefore, the identification of biomarkers able to predict patients’ response to treatment with a high accuracy would be of great help in the clinical practice, paving the way towards personalized medicine, where the treatment is tailored to the specific patient (Snyderman et al., 2012). Many efforts have been devoted to link the efficacy of antidepressant to biomarkers of different types. Genetic and epigenetic characteristics have been investigated (Lin and Chen, 2008; Lisoway et al., 2018) both in genome-wide association studies (GWAS) aiming at identifying genetic loci affecting response to antidepressants, and in single nucleotide polymorphisms (SNPs) to be used as biomarkers (Kautzky et al., 2015; Maciukiewicz et al., 2017). Clinical variables (Chekroud et al., 2016; Iniesta et al., 2016; Ermers et al., 2020 ) as well as neuroimaging biomarkers (Patel et al., 2015; Fonseka et al., 2018), proved to be effective in explaining some variability in remission or resistance to treatment in bipolar patients. However, all the metanalysis conducted on the performance of different biomarkers in predicting patients’ response to treatment agree that the results are heterogeneous and at times inconsistent (Fonseka et al., 2018, Lisoway et al., 2018), possibly due to differences in methodologies, variations across biotypes and limited sample size.

Machine learning is a field of artificial intelligence which employs algorithms which automatically learn models based on examples, and is particularly suited to the idea of predicting the response to a treatment based on certain characteristics of patients, and in particular to the aim of single-patient predictions (Perna et al., 2017). Machine learning techniques have been applied to this aim in patients with depression, with good performance, obtaining accuracies around 75-80% in the prediction of response to treatment and therapeutic outcome (Pigoni et al., 2019; Lee at al., 2018).

In the latest years, deep learning, a particular branch of machine learning, is becoming increasingly popular as it can efficiently exploit neuroimaging data and integrate non-imaging biomarkers. Its main principle is the use of neural networks (NN): many hidden layers, of increasing levels of abstraction, are employed to learn a hierarchical representation of the data. The use of deep learning methods is proving to be promising in the field of psychiatry, and deep learning algorithms are considered one of the most promising machine learning techniques, even if results are not easy to interpret (Zhang et al., 2018), and they are often criticised as “black box” models. Nonetheless, visualization methods have been proposed which may help in the interpretability of results, by highlighting regions driving the deep-learning decision, using sensitivity and saliency analysis (Simonyan et al, 2013; Zeiler and Fergus, 2014; Selvaraju et al., 2017; Shrikumar et al., 2017; Fong and Vedaldi, 2017, 2019; Taha et al., 2007).

A bibliographic search on PUBMED, Web of Science and Google Scholar was performed in July 2020 using the search terms “psychiatry”, “mood disorder”, “depression”, “treatment”, “deep learning”, “neural networks”. We considered only studies taking into account patients’ datasets, which considered clinical, genetic or medical information. Eight studies, which have been summarized in Table 1, met these inclusion criteria.

Different approaches were used, all with the aim of identifying biomarkers which may allow the prediction of response to treatment. In one of the first works on deep learning, Serretti and Smeraldi (2004) used a model called multilayer perceptron (MLP), in which each unit performs a biased weighted sum of its inputs (in this case, the polymorphisms: transcriptional control region upstream of the 5HTT coding sequence (SERTPR) and in the Tryptophan Hydroxylase genotypes) layered in a feedforward topology, with one hidden layer, to obtain the response status as an output. The MLP was trained with a back-propagation algorithm obtaining a ROC area of 0.73, outperforming linear or radial basis function networks, which resulted in a ROC area of 0.69 and 0.66, respectively. Later, the group of Serretti used the MLP for the prediction of response using clinical variables (2006), considering the Hamilton-D (HAM-D) scale for depressive symptoms as output to predict. They obtained a moderate correlation of the predicted and observed response of 0.46, that although suggestive of the possibility of including clinical variables and NN in response prediction, is somehow far from allowing a personalized medicine approach. Interestingly, the network provided to the investigators also the most relevant variables used for the prediction, which were number of episodes, side effects, delusional features, baseline HAM-D, length of current episode, lithium augmentation, current medical condition and personality disorders, which then may be of particular interest for the clinical practice. Along the same line of investigation, Mehltretter and colleagues (2019) used clinical variables as predictors, merging two publicly available datasets of patients with depression, obtaining a dataset of over 3000 individuals. After a feature selection procedure, which reduced the number of features from over 200 to 17, they used a NN to predict remission rate, with an area under the curve (AUC) of almost 0.7. Interestingly, they used the same NN to predict the most suitable treatment for a test set of 200 subjects, obtaining an improvement of remission rate both for hypothetical cases, where they compared the predicted remission rate to the population real remission rate, and for real cases, where they considered the actual remission rate of patients treated with the same drug the NN predicted to have the best performance. These results highlight once more how deep learning could have a profound impact on clinical practice and on personalized medicine. However, it has to be noted that this is a retrospective analysis which, albeit conservative as stated by the authors, does not really answer the question if patient would actually benefit from the therapy predicted by the NN. A prospective study would be needed to verify the usefulness of this method. The same group later (Mehltretter et al., 2020) applied five different DNN models to various combinations of the two datasets, identifying the most important features in the prediction of response or non-response to treatment. Importantly, they used ML-identified features to do a post-hoc analyses using classical statistics, so to improve the interpretability of the deep learning model, which may help elucidate causal models and ultimately the selection of a specific treatment for individual patients.

Lin and colleagues (2018) compared three different neural networks applied to a sample of patients with depression treated with antidepressants, with a varying number of hidden layers, from 1 to 3. The input were genetic variables, in particular various SNPs identified from the literature as related to treatment response or remission. They obtained the best performance in predicting response to antidepressants using 2 and 3 hidden layers, where the AUC reached the value of 0.8 and outperformed logistic regression.

Additionally, brain functionality and morphology measures have been used as features for the prediction of treatment response. In particular, Erzugel and colleagues (2015) investigated the possibility of predicting the response to repetitive transcranial magnetic stimulation (rTMS) in patients affected by major depression. They tried different approaches and obtained cross-validated accuracies over 85% with all models, demonstrating that deep learning could be a valuable tool for selecting candidates for rTMS, on the basis of the electroencephalography signal acquired prior to treatment. Brain functionality, at rest and during a task involving reward mechanisms, has been considered by Nguyen and colleagues (2019): they evaluated 800 distinct NN models on 37 subjects, with different combinations of functional magnetic resonance imaging (fMRI) ROIs and architectures, and identified the 10 most important ROIs, which included frontal cortex, amygdala, cingulate cortex and striatum. Brain morphology was taken into account in a NN regression model (Chang et al., 2019), together with DNA methylation, genetic variants and demographic features in a multimodal approach. Deep learning considerably outperformed all other machine learning approaches the authors considered as baseline methods, showing an accuracy of 0.85 in predicting response or remission, demonstrating the potentiality of NN in the prediction of treatment response, although in a small cohort. In particular, they compared NN with support vector regression, ridge regression, gradient boosting, MLP, K-nearest neighbors regression, and random forest regressor, obtaining consistently better results with NN in predicting both remission and outcome in terms of HAM-D scores.

In conclusion, deep learning is a powerful approach for the automatic analysis of medical data, and it proved particularly suited towards the development of a true personalized medicine. The use of neural networks enables the exploitation of large datasets and heterogeneous sources: this is particularly appealing, given the steady increase of information which is acquired during clinical practice in the last years. Despite the promising results, with AUC values consistently over 0.8 and results firmly outperforming regression or other machine learning methodologies, it has to be considered that most studies suffer from a small sample size, which constitutes an issue for machine learning and in particular for deep learning methods, which benefit from large datasets Moreover, deep learning methods are characterized by a substantially higher number of parameters with respect to other machine learning techniques as, for example, support vector machines, increasing the risk of overfitting the data. This could be avoided on the one side by, e.g., using regularization and data augmentation methods (Dvornek et al, Farruque et al., 2020, Mousavian et al., 2019, Nguyen et al., 2020), or on the other side by consistently increasing the number of samples used in the analysis. In addition, recent advances in generative-adversarial networks (GAN) allow the generation of realistic simulated data that are used to enhance the generalization performance of deep learning. In any case, studies employing larger populations are needed to confirm the results and provide to the clinicians the confidence to complement their evaluation with a deep-learning evaluation. Nevertheless, the considered studies demonstrate that the field of deep learning is promising for the prediction of treatment outcome, leading ultimately to personalized medicine in psychiatry.
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Table 1 Selection of studies investigating deep learning methods for the prediction of treatment response in depression.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Study** | **Sample** | **Treatment** | **Features** | **Data Preprocessing** | **Feature Selection** | **Selected features** | **Target output** | **Deep learning** | **Performance assessment** | **Results** |
| **Serretti, Smeraldi (2004)** | 217 depressed patients | Fluvoxamine | Polymorphism in the transcriptional control region upstream of the 5HTT coding sequence (SERTPR) and in the Tryptophan Hydroxylase (TPH) gene |  |  |  | Response status | MLP (1 hidden layer, 7 nodes)  Comparison with linear and RBF networks | Permutation test. | AUC 0.73  Sensitivity 0.77  Specificity 0.51  Linear network:  AUC 0.69,  Specificity 0.56  Sensitivity 0.67  RBF network:  AUC 0.66,  Specificity 035  Sensitivity 0.86 |
| **Serretti et al (2006)** | 145 subjects (MDD /BD: 111/34). | Fluvoxamine | 16 Clinical variables | Univariate analyses with Student t-test. Multivariate ANOVA and multiple regression. |  |  | slope of HAMD scores | MLP network (1 hidden layer, 13 nodes  Comparison with multiple regression analysis |  | Correlation of predicted versus observed response was 0.46  Multiple regression analysis: p<0.01, explained variance 24.7% |
| **Lin et al. (2018)** | 455 MDD patients treated with SSRI | SSRI antidepressants | 20 SNPs  6 clinical biomarkers | Plate-wise biases and inbreeding coefficient check.  Multi-dimensional scaling analysis | Association of SNPs with treatment response investigated with logistic regression | 10 top SNPs:  ABCA13  rs4917029 BNIP3  rs9419139  CACNA1E rs704329  EXOC4  rs6978272  GRIN2B rs7954376 12 LHFPL3  rs4352778  NELL1  rs2139423–  NUAK1  rs2956406  PREX1  rs4810894  SLIT3  rs139863958 | Response status | NN, 1-3 hidden layers  Comparison with logistic regression | 10-fold cross-validation | Best results with 16 biomarkers, 2 hidden layers:  AUC 0.823  Sensitivity 0.755;  Specificity 0.692  Logistic regression: AUC 0.817, Sensitivity 0.749, Specificity 0.701, |
| **Mehltretter et al; (2019)** | CO-MED (Rush et al., 2011): 665 patients with non-psychotic depression  STAR\*D (Trivedi et al., 2006): 2757 patients with depression | CO-MED: escitalopram and placebo, bupropion and escitalopram, or mirtazapine and venlafaxine. STAR∗D: citalopram | 213 features | Removal of features not in common | variance thersholding, recursive features elimination | 17 clinical variables | Remission | DNN (no information given on NN architecture) | 10 fold cross validations and test set of 200 subjects | AUC of 0.69  Naive analysis: improvement of remission rate of over 30%.  Conservative analysis: improvement of remission rate of 7.2% |
| **Mehltretter et al. (2020)** | CO-MED  STAR\*D | As above | 213 features | As above | As above | 17 features common to STAR-D and CO-MED | Remission | DNN  (no information given on NN architecture) | Test set: 750 subjects | AUC 0.69 |
| STAR∗D | As above | 213 features | As above | As above | 21 features in STAR-D | remission with citalopram | DNN  (no information given on NN architecture) | Test set: 750 subjects | AUC 0.71 |
| CO-MED (citalopram only) | As above | 213 features | As above | As above | 14 features common to CO-MED and STAR-D | remission with citalopram | DNN  (no information given on NN architecture) | Test set: 750 subjects | AUC 0.70 |
| CO-MED | As above | 213 features | As above | As above | 26 features in CO-MED | remission | DNN  (no information given on NN architecture) | Test set: 750 subjects | AUC 0.80 |
| **Chang et al. (2019)** | 121 patients | 14 antidepressants | demographics, MRI, geneetic, epigenetic | imputation for missing variables | Selection of features identified by a literature survey followed by elastic net | 127 demographic information,20 MRI, 20 genetic variants, 20 methylation loci; | ΔHAMD | DNN, 2 hidden layers  Comparison with baseline models: SVR, Ridge Regressor, Gradient Boosting, MLP, K-Nearest Neighbors Regressor, and Random Forest Regressor | Cross validation | R2 0.55  ARPNet improves R2 of 372.9%, 31.5%, 174.0%, 44.4%, and 34.1% over SVR, Ridge Regressor, Gradient Boosting, MLP Regressor, K-Nearest Neighbors Regressor, and Random Forest Regressor, respectively |
| Remission | DNN, 2 hidden layers | Cross validation | Accuracy 0.85  Improvements of at least 40.0%, 74.4%, 86.0%, and 57.1% in Specificity, Precision, F1-score, and Accuracy, respectively, over the best baseline model. |
| **Nguyen et al. (2019)** | EMBARC trial: 37 patients | bupropion and placebo | fMRI | fMRI preprocessing pipeline, parcellation and region-based features |  |  | ΔHAMD | DNN, 2 hidden layers | Nested cross validation | R2 0.26 |
| Remission | DNN, 2 hidden layers | Nested cross validation | AUC 0.71 |

BD: bipolar disorder; MDD: major depressive disorder; MLP: Multi-layer perceptron; HAM-D: Hamilton – D; SSRI: selective serotonin reuptake inhibitors; NN: neural network; AUC: area under the curve; DNN: dense neural network; rTMS: repetitive transcranial magnetic stimulation; MRI: magnetic resonance imaging; fMRI: functional magnetic resonance imaging; SVR: support vector regression; ROI: region of interest;